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The crisis of irreproducible preclinical in vivo research
does not only come about from poor study design and repli-
cation failures. Rather, a core problem is statistical in-
ference and the over-simplification of statistical models,
flawed interpretation, and the communication of results.
The actual statistical method is rarely the issue [1]. Instead,
statistical concepts, such as the upmost careful and precise
terminologies, in-depth understanding of the assumptions
and specifications of distributions and random and fixed ef-
fects, and the applications of mixed models [2] that are the
most overlooked, misunderstood and misrepresented issues
in preclinical in vivo research. The current logic of (and
first decision in) interpreting outcomes in translational neu-
roscience is regrettably still derived from the use of dichoto-
mous null-hypothesis significance testing (NHST). NHST
and the use of the term ‘statistical significance’ has been
deeply ingrained into scientific practice [3], with unfounded
resistance against other alternative statistical approaches.

Nowadays, NHST automatically dictates that statisti-
cally significant findings must hold true, and any insignifi-
cant results must therefore be disregarded. The original in-
tention of NHST and p-values to invite further scrutiny of
results [4,5] seems irreversibly lost. The scientific commu-
nity inexplicably values them highly, despite being concep-
tual themselves and carrying theoretical baggage that has,
over the years, been misappropriated and misunderstood
[6]. Perhaps getting rid of p-values could rid this baggage
but this has been the argument for a century with little suc-
cess because everyone knows that everyone uses dichoto-
mous statistics. If anything, our reliance on p-values has
increased over time [7].

Indeed, the use of the term “statistically significant”,
or any variation thereof (such as “statistically different”, “p
< 0.05” or the use of asterisks in figures and tables), should
bemade redundant. Studies focusing solely on p-values and
statistical significances as determinants of the importance
of a finding should certainly be sent back. Statistical sig-
nificance generally does not equate to scientific or clinical
significance and ‘non-significant’ findings do not equate to
evidence of absence [8]. Having two labels to an outcome
can also coerce p-hacking, selective reporting, and publica-
tion bias [9]. All results must, in fact, be reported and dis-
cussed regardless of their statistical significance/p-values.
Stakeholders can exacerbate the publication bias since they

tend to lean towards statistical evidence that aids in making
clear ‘yes/no’ decisions.

Biological/neuroscientific data is generally comprised
of noisy signals and uncertainties. Considering the es-
timates (e.g., hazard ratios, interval ratios, mean differ-
ences), confidence intervals, observed effects and limits,
can help to interpret the compatibility of their values with
the data and potentially the corresponding clinical rele-
vance of the findings. For example, the interval estimate
can be constructed to express uncertainty by several ap-
proaches: in a frequentist approach, p-values are comple-
mented by a confidence interval in every null-hypothesis
test; in Bayesian paradigms, credible intervals or support in-
tervals can express uncertainty [10]; and in randomisation-
based approaches, uncertainty can be quantified by boot-
strapped intervals [11]. Values which are qualitatively very
different (based on the width of the interval estimate) can
suggest that the estimate is very noisy and that firm conclu-
sions should be avoided.

Behaviour in animal models most definitely leads to
mixed and noisy results that may not be translatable to hu-
mans. Behavioural proxies are complex and a culmination
of multifaceted, often subtle, systems that may be present in
different species in specific ways [12]. It is not unlikely that
subtle behavioural changes are oftenmissed, or data anoma-
lies are given undue consideration. A Bayesian approach
can express probabilistic statements such as there is a prob-
ability of 0.75 that the risk ratio is <0.9. Estimation statis-
tics can also divert the attention from qualitative “yes/no”
answers to the quantitative question of “how different?” by
conveying magnitudes and uncertainties [11,13] in simple
data sets. Estimation statistics, however, requires caution
and is simply not enough when interpreting complex be-
haviour. Estimation statistics can be evaluated with other
statistical models such as Principal Component Analysis or
clusteringmethods that provide a simple output for multiple
complex systems by means of scoring each test to represent
each behavioural trait of interest [14]. Bootstrapping is an-
other particularly reliable way in small and highly skewed
datasets to estimate standard errors and confidence intervals
without relying on assumed probability distributions [15].

Of course, Bayesian or estimation statistics seem like
new and exciting alternatives, but they are the cryptocur-
rency equivalent in statistics: everyone knows of them but
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only has a vague notion and cannot be sure of exactly what
they mean and where or how they can be implemented.
And just like p-values and NHST, Bayesian and estima-
tion statistics can be used inappropriately if their concep-
tual foundations are not understood without understanding
their uncertainty. The problem, ultimately, does not lie in
producing labels or the use of any other statistical measures
such as intervals or Bayes factors as a means to dichotomise
study outcomes. But for a start, we could remove sig-
nificance thresholds, which are arbitrary anyway, and the
use of dichotomous statistical measures to address issues
of replicability, reduce significance chasing, p-hacking or
data dredging, to bring about less publication bias, inflated
effect sizes, and thereby produce more reliable research.

So what now? Unfortunately, this editorial cannot
provide an ultimate solution to replacing the overused
phrase of ‘statistical significance’ nor recommend a one-
size-fits-all approach to any statistical inference. The prin-
ciples for the use of statistics are solid and readily acces-
sible; yet translational behavioural neuroscience remains
stubbornly dominated by sub-standard or out-dated strate-
gies in statistical analysis with the corollary that repro-
ducibility and replicability are low. Greater pressure and
education must be placed on investigators, journal editors,
reviewers and funding bodies to rigorously demand and
enforce the reproducibility of the research. Preclinical in
vivo research is the foundation for the development of high-
quality clinical therapies and diagnostics. Investigators
need to abandon the long-existing tradition of underestimat-
ing the complexity of animal behaviour and overestimating
their intuition that feeds their reluctance to accept poten-
tial flaws in their statistical methodologies or data. As re-
searchers, we want to publish gold, and all that is required
are coherent research questions and plans, solid statistical
methods, and truthful conclusions.
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