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1. ABSTRACT 
 

Gram-negative bacteria have several porins in 
their outer membrane: they act as gates in the exchange of 
molecules and are also considered the main pathway for 
antibiotics. Bacteria are able to resist the action of 
antibiotics simply by closing off physical access to their 
interior, either underexpressing porins or decreasing the 
porin’s internal size. The dissemination of pathogens 
resistant to common antibiotics requires the development of 
new classes of drugs with improved properties. 
Understanding how compounds diffuse through bacterial 
porins can aid in the design of new antibiotics with better 
penetration power, partially solving one of the main 
problem of resistance. The diffusion of antibiotics through 
porins is a molecular-based process, controlled mainly by 
electrostatic interactions, as has been shown 
experimentally. Data from single molecule experiments are 
available in the literature but provide only indirect evidence 
of the transport. Molecular dynamics simulations at the 
molecular scale, combined with a recent algorithm able to 
extend simulations to biologically interesting times, have 
been shown to complement experiments, providing detailed 
information on the transport of antibiotics through porins. 

 
 
 
 
2. INTRODUCTION 
 

In the second half of the last century, the problem 
of infectious diseases caused by bacteria appeared to be 
closed. With hundreds of new antibacterial drugs 
commercialized, pharmaceutical industries demonstrated an 
ability to produce life-saving drugs in a timely manner. 
While society benefited from this success, at the same time 
it became more difficult to place new antibiotics in the 
market. Due to a low expected income stream, the majority 
of pharmaceutical companies have preferred to invest 
money in other fields, for example where drugs are 
prescribed for chronic diseases. Investment and research in 
antibacterial compounds slowed, and the number of new 
antibiotics registered has decreased to only few units in the 
last decade (1,2). 

 
The demand for new drugs is related to the 

problem of bacterial resistance, i.e., a decrease in efficacy 
of an antibiotic in clinical use with respect to laboratory 
tests. It is worth noting that each new antibiotic has 
encountered resistance, sometimes even before its 
commercialization. However, bacterial strains resistant to 
antibiotics have become a serious problem, especially in 
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Figure 1. Schematic representation of both the inner and outer membrane of Gram-negative bacteria together with the porous 
layer of peptidoglycan, the main target of beta-lactam antibiotics (in blue). Influx and efflux systems are also inserted to show the 
uptake and suggested extrusion of antibiotics. 

 
hospitals. Bacteria have developed many mechanisms to 
resist antibiotics, and sometimes more than one can act 
simultaneously. While on one hand the few new 
compounds are mainly modifications of existing classes of 
compounds, phatogens have developed multidrug-
resistance, i.e., resistance to more than one class of 
antibiotics. There are many factors that lead to this 
scenario, ranging from a poor use of antibiotics (over-use 
and under-dosage or an incomplete treatment courses) to an 
increased transmission of diseases due to urbanisation and 
globalization (3,4). Nowadays, the main challenge for 
pharmaceutical industries is to discover new antibiotics. 
However, only a new class of antibiotics with improved 
properties would have the potential to combat emerging 
and re-emerging pathogens that have developed different 
defence mechanisms. Since the antibiotics that were easy to 
discover have already been found, a new class of antibiotics 
will require major efforts and many resources (5,6). Given 
the different mechanisms of resistance to antibiotics and the 
different processes controlling them, a multidisciplinary 
approach seems to be the only way to tackle this problem in 
a rational and perhaps less expensive way (7). 

 
The path leading to the next generation of 

antibiotics passes through the knowledge of the resistance 
mechanisms and the molecular processes governing them. 
Some defence mechanisms are based on chemistry. By 
recognition of the antibiotic as an external and toxic 
compound, bacteria can alter the molecule in different 
ways. Some proteins are able to either modify the 
antibiotic’s covalent bonds or to add new chemical groups 
which inhibit binding (8,9). The same results can be 

obtained by modifying the target site, even if this 
mechanism is more sensitive and subtle, since it could 
change the functionality of the target itself. Other defence 
mechanisms rely on the perturbation of diffusion 
properties. Antibiotics, as with any drug whose target is 
internal, need to penetrate to exploit their antibacterial 
activity. Bacteria are protected from external toxic 
compounds by an internal cell membrane (IM) and an 
additional outer membrane (OM, in gram-negative 
bacteria). Among the different factors leading to resistance 
of bacteria to antibiotics, the simplest one is decreased 
access to target site (10,11). Focusing on the gram-negative 
bacteria, where the outer membrane represents a true 
barrier for any hydrophilic compound, this mechanism is 
controlled by two groups of membrane proteins (see Figure 
1). The former control the influx and the latter the efflux of 
compounds through the outer membrane, and bacteria can 
act on the expression of both proteins to diminish internal 
concentration of antibiotics. 

 
There are many differences between the influx 

and efflux systems. Influx is controlled by porins, water-
filled channels located in the outer membrane (12). The 
uptake of antibiotics is due to a concentration gradient: 
supposing the internal concentration is always close to zero 
(the antibiotic once inside binds the target), antibiotics 
penetrate by passive diffusion. Efflux systems are more 
complex, with a multitransporter protein spanning both the 
inner and outer membranes (see Figure 1). These 
multitransporter proteins recognise the toxic compound, 
bind it, and then efflux against the gradient by using 
energy. The structure of efflux proteins as well their 
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Figure 2. The X-ray three-dimensional structure of OmpF porin with highlighted the charged residues of the constriction region 
(Arg-42-82-132, Lys-16 in blue and Glu-117, Asp-113 in red) as viewed from the extracellular side. 

 
mechanism is not well known in all its details and 

is still under debate (13,14,15) Bacteria can control the 
uptake of small molecules, becoming resistant either by 
underexpressing some general diffusion porins in OM or 
mutating some key amino acids of those porins (16,17). 
Alternatively, they can act on the efflux system by 
overexpressing multitransporter proteins (18). 

 
This review focuses on the process that controls 

the influx of antibiotics through the outer membrane. The 
same approach can be used for the efflux, relative to the 
process of extrusion of the molecule. The physics 
community can provide some answers to such a problem, 
which is based on passive diffusion at the molecular scale. 
As shown by experiments, this diffusion is controlled by 
electrostatic properties, i.e., molecular properties of the 
antibiotics and the channels involved (19). Moreover, 
simple analytical models, even with a rather crude 
modelling of molecule/channel interactions, have pointed 
out how interactions are important to tune the flux of 
particles traversing the channels (20,21,22). Then, 
simulations can be of great help at this level to set up a 
model for antibiotics transport. However, standard 
molecular dynamics simulations cannot approach the 
time scale on the order of the diffusion of antibiotics 
through porins, which is hundred of microseconds. To 
solve this time scale problem, there are now different 
algorithms proposed to accelerate the simulated 
processes that can occur in the time manageable by 
simulations, which is tens of nanoseconds. As discussed 
here, simulations provide a good complement to 
experiments, providing detailed information that could 
be useful to design new antibiotics with improved 
transport properties (7,23). 

 
This review is organized as follows: the first 

sections are devoted to describe the systems involved in 
this research, background on porins and antibiotics, and 
finally, the methodologies and experiments with findings 
and simulation techniques. The last part presents the results 
from all-atom MD simulations. The paper ends with 
conclusions and perspectives. 

3. THE ACTORS: PORINS AND ANTIBIOTICS 
 
 The biological world is based on a 
compartmentalization of specialised environments (24). 
Cells and bacteria are protected by an external barrier that 
defines the inside and the outside and prevents the 
uptake/leaking out of external agents/molecules. Moreover, in 
the course of evolution, these organisms developed other 
internal subregions with focused tasks, such as mitochondria, 
chloroplasts, peroxisomes, and lysosomes. This organization 
requires a dividing element with main functions to allow the 
exchange of materials (molecules and ions) and information 
(either through specific molecules or through a change in 
physical properties). This complex system is the biological 
membrane, a sheet-like structure composed of lipids with a 
thickness between 60 and 100 Å, which make it impermeable 
to all molecules but those which are hydrophobic; it also 
contains membrane proteins, which perform all the specialised 
tasks, such as enhancing the flux of hydrophilic molecules and 
ions. These proteins interact strongly with the membrane, and 
are either fused inside or located on its surface, such that the 
membranes are dynamic structures in which proteins float in a 
sea of lipids (24). 
 

A unique classification of membrane proteins does 
not exist, reflecting the high variety in this protein family. For 
the purposes of this paper, the focus is on channels where the 
transport process relies on passive diffusion driven by a 
gradient concentration. These channels can be divided into two 
categories depending on their facility for transporting small 
molecules: selective vs. non-selective. While selective 
proteins are highly specialized structures devoted to 
transporting only one species, such as maltoporin with sugars 
(25,26,27,28,29), non-selective membrane channels facilitate 
the permeation of small solutes, ions, and water (11). In among 
these channels there are porins, which are beta-barrel proteins 
with 16 and 18 barrels (trimeric form) or 12 and 14 barrels 
(monomeric form). Their structure is cylinder-like with a 
water-filled pore spanning the entire membrane. Examples of 
such proteins in bacteria are OmpF, OmpC, and PhoE. The 
most studied one is OmpF from E. Coli (see Figure 2), a 
trimeric porin with 16 beta-barrels that also shows a small 
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Figure 3. From the left to the right: Ampicillin, Amoxicillin, and Carbenicillin, three antibiotics of the Beta-lactam family. The 
central four-members ring is the active part that binds to the bacterial target, the peptidoglycan. 

 
cation-selectivity, with each monomer charged at -10 at 
neutral pH.  

 
In bacteria, general diffusion porins are used to 

uptake nutrients or expulse waste products (12). The OmpF 
is also considered one of the main entry points for different 
classes of antibiotics to pass through the outer membrane 
(10, 30). The high-resolution crystal structure (31) unveiled 
its structural features. On overall, the stability of the trimer 
relies on the loop L2 of each monomer that makes contacts 
with the adjacent subunits. Another loop, the L3, gives to 
OmpF the characteristic internal shape of a double-funnel. 
Contrarily to all the other short loops that point outwards, it 
folds inside creating a narrow region at mid-height. This 
region, called the constriction region, is supposed to be the 
bottleneck for transport properties. The presence of the 
loop L3 prevents the passage of large molecules through 
the channel, whose sizes are roughly 7x11 Å, as can be 
obtained from inspection of its X-ray structure and 
simulations (32,33). This value agrees well with the 
supposed 12 Å diameter, obtained by investigating sugar 
transport with different size molecules (34). The other 
characteristic of the constriction region is the presence of 
many charged amino acids. On one hand there are three 
arginines, R42-82-132, facing L3. On the other hand, the 
loop L3 has two negatively charged amino acids, D113 and 
E117, whose lateral chains point toward the three arginines 
together with the carbonyl groups of the other amino acids, 
(see Figure 2), overall creating a high transversal electric 
field (35). The main question points to the role of loop L3 
in gating molecules through the control of the size of the 
pore and the electrostatic properties. 

 
Beta-lactams, together with fluoroquinolones, can 

use OmpF to overcome the OM of bacteria. Indeed, some 
Beta-lactam resistant strains of E.Coli have shown a 
deficient OmpF production (10) and/or point mutations at 
the level of the OmpF’s constriction region (36). These 
antibiotics are characterized by a four-member ring (see 
Figure 3), a natural group that binds peptidoglycan, a 
highly porous layer located between the outer and inner 
membrane of gram-negative bacteria. Among Beta-lactams, 
three common antibiotics belonging to the subclasses of 
penicillins have a size that fits the OmpF central region and 
have been considered here: ampicillin, amoxicillin, and 

carbenicillin (see Figure 3). While their sizes are similar, 
they differ in physical properties. Amoxicillin and 
ampicillin are zwitterionic, compared to carbenicillin which 
is anionic with a total charge of -2. Amoxicillin, with an 
additional OH group attached to the phenyl ring, is more 
hydrophilic with respect to the other two. These small 
differences are enough to provide experimental differences 
in their behaviour during translocation through OmpF(19). 
 
4. EXPERIMENTAL FINDINGS AND MODELLING 
 
4.1. Single-molecule experiments 

Knowledge of molecular transport through porins 
comes from experiments conducted on a large ensemble of 
porins incorporated into planar lipid bilayers (37) (Black 
Lipid Membrane experiments) or in liposomes 
(38,39,40,41), although the latter are difficult to reproduce. 
The BLM technique is based on the formation of a lipid 
bilayer over a hole separating two chambers. Each chamber 
is filled with a buffered ionic solution and contains an 
electrode used to maintain a constant potential. As channels 
are inserted in the membrane and an external voltage is 
applied, ions start to flow from one side to the other, 
producing a net current that depends on the applied 
electrostatic potential. Each channel has a typical current 
that can be used as an electrophysiological fingerprint. 
Molecules inserted into the chambers modify the ion 
current via an interaction with the channels. Information 
about the rate constant, related to the number of molecule 
per second interacting with the channels, can be obtained 
using the analysis of molecule-induced current noise with 
the results extracted from frequency spectra (42).  

 
Multichannel experiments are very attractive for a 

quantitative description of the molecule/channel 
interactions due to better statistics. However, dynamical 
properties are hidden in averaged ensemble measurements. 
Recent years have seen significant advances in single 
molecule detection techniques, allowing the study of 
behaviour of individual molecules in real-time (43,44), (see 
Figure 4, a pictorial representation of the experimental 
device). Single-molecule experiments on reconstituted 
porins in BLM have indirectly measured the translocation 
of sugar molecules by measuring the associated ion current 
fluctuations (20,29,44,45). In particular, when working 
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Figure 4. Scheme of the device for single molecule experiments on reconstructed channels in a BLM. Obtained from Mathias 
Winterhalter’s group at Jacobs University, Bremen, DE. 

 
with trimeric channels, ion currents show stepwise 
transitions once the solute concentration is increased or 
other parameters are adjusted (buffer solution, pH). These 
experiments showed that the current has exactly four 
values, from 1 (all monomers conducting) to 0 (all 
monomers closed) with steps of 1/3 (see Fig.5). It turns out 
that molecules do not simply perturb the current but they 
completely block the passage of ions in each individual 
monomer; the total current is the sum of the contributions 
of each individual monomer which can be either 
conducting or not conducting. In general, the occupation 
time is on the order of hundreds of microseconds and can 
be solved with commercial amplifiers. The two important 
quantities measured are the number of blockages and the 
average time of blockages. Molecule/channel interactions 
can be investigated by measuring current properties as a 
function of parameters such as pH, buffer solution, applied 
external voltage, and solute concentration. Due to the 
limited size of the channel, a single occupancy is always 
supposed. 

 
4.2. Modeling translocations from blockages 

In single-molecule experiments, an interruption 
of the current on the order of hundreds of microseconds 
means a strong molecule/channel interaction; it does not 
directly mean translocation, but simply that a molecule 
occupies the channel. However, it turns out that the 
occupation occurs when solute is added either on the cis or 
trans side (the cis side is the chamber where the channel is 
added), with the same blockage time. This means that the 
binding site is unique and accessible from each side of the 

channel. In the simplest case, one can describe the 
occupation site as an energetically binding site accessible 
from both sides and the process can be solved by chemical 
kinetics (20) 

 
 

where the incoming fluxes are products of the solute ci and 
rate constants kon. The current shows a transition (see 
Figure 5) when a molecule is captured by the binding site. 
Once captured, the molecule can either go back, with no net 
translocation, or can continue to diffuse in the same 
direction, which corresponds to translocation. Following 
this simple binding-site model (20), as upper limit, for 
every two blockages of the current there is one 
translocation; experimental blockages are correlated to the 
flux of molecules through channels. However, the open 
question is what can be gained from these experiments? 
Analytical models can provide an answer. 

 
In the last few years, more sophisticated models 

to investigate the problem of molecules translocation have 
appeared in literature. Starting from the binding-site model, 
one can obtain that when the concentration is zero on one 
side, the flux J is 

 
 

J =
konc1

2 1+ konc1τ[ ]  (1)
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Figure 5. Typical behaviour of ionic current as function of 
time in a trimeric channel after addition of solute. Each 
current transition correspond to a monomer blocked by a 
solute molecule. Closure of more than one monomer can 
occur. 
 

 
 
Figure 6. Nonmonotonic behaviour of the flux of 
molecules vs. the binding strength at different solute 
concentration as obtained from the diffusion model of Ref. 
21.  
 
where kon is the rate of molecules arriving at the mouth of 
the channel, c1 is the concentration, and τ is the binding 
strength of the channel. It turns out that when the binding 
site is more attractive (τ larger), the flux decreases: the 
presence of the binding site seems to decrease the flux. 
This statement is in contrast with the fact that for selective 
channels, one would expect a high flux when the 
concentration is high (46,47). A selective channel described 
as a simple binding-site for translocating molecules does 
not seem appropriate. 

 
Focusing on the example of the selective bacterial 

porin LamB, the existence of an extended binding zone for 
oligosaccharides is firmly established (27,34). 
Berezhkovskii and Bezrukov proposed a diffusion model 
for the motion of molecules in the channel (21). This model 
can be represented by the same kinetic scheme of the above 
binding-site model (20). The main difference resides in the 
way the authors treat the molecule/channel interactions. 

While the molecule sees the channel as a square-well 
potential U that occupies the whole length L, as in the 
binding-site model, the translocation is seen as a slow 
diffusion process with a position-dependent diffusion 
constant. Describing the propagation of the molecule by 
Green’s function and solving the Smoluchowski equation, 
one obtains the flux as a function of channel and molecule 
parameters. Contrary to the previous model, the flux is not 
a monotonic function of the binding strength; for each 
concentration there is an optimal depth of the binding site 
that maximizes the net flux, as reported in Figure 6. 
Importantly, the predicted rates are of the same order of 
magnitude as those obtained experimentally (48).  
 
 Another point touched on by analytical models is 
the asymmetry of the flux. It turns out that microscopic 
processes are time reversible. Time-reversal symmetry has 
been used explicitly in defining an algorithm to find 
reactive paths, the transition path sampling (49,50,51,52). 
This reversibility in time applies also to molecules 
translocating through channels. Even modelling the 
molecule/channel interactions as a downhill potential, the 
resulting flux is symmetric (53). In order to break this 
symmetry and obtain a ratchet-like system, some authors 
introduced non-equilibrium fluctuations. In the case of 
passive diffusion of glycerol, the presence of an 
asymmetric potential combined with non-equilibrium 
fluctuations makes the flux asymmetric (54). The latter 
condition is attractive since the transport of molecules does 
not strictly follow the gradient concentration. The question 
remains as to where the non-equilibrium fluctutations come 
from. 
 

Recently, two other papers using different 
translocation models pointed out an asymmetric flux 
without introducing non-equilibrium fluctuations. For long 
channels which can be blocked by one molecule, it is 
important to note where the binding site is located with 
respect to the entry and exit points (22). Intuitively, once 
the single molecule is bound, its escape is faster to the 
closest side, producing an asymmetry in the flux. Even with 
a stochastic model of a channel, considered as N internal 
binding sites for molecules which are translocating, it is 
possible to obtain an asymmetric flux by introducing a 
strong interaction site at different positions along the 
channel (55). Again, the shape of the underlying potential 
controls the efficiency of the transport, with binding sites 
producing the most efficient transport for small external 
concentrations, and repulsive binding sites more suitable 
for large concentrations. All of these simple models 
strongly indicate how the molecule/channel interactions are 
important in determining the flux. Or, reversing the point of 
view, it is possible to tune the flux by changing the 
molecule/channel interactions. The solution to the inverse 
problem is the basis for the design of powerful antibiotics 
by utilizing ad hoc molecular transport properties that 
enhance their flux through porins. 
 
4.3 Antibiotics vs. sugar transport 

The above analysis suggests that analytical 
models are very useful for gaining insights into transport 
properties of molecules through channels and can help to 
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interpret experiments. Focusing on sugar transport through 
specific channels, single-molecule experiments (48) and the 
diffusion model (21) agree that, roughly, at micromolar 
concentration, the number of blockages is on the order of a 
few thousands. Following that model, the process can be 
seen as the slow diffusion of a molecule interacting with 
the channel wall via aromatic residues, and it has been 
labelled as greasy slide (27). Moreover, the specificity of 
the channel is seen in the model through the non-monotonic 
behavior of the flux as a function of the concentration (21). 
One can assume that for sugar transport there is a 
consensus on the way molecules are transported. 
Conversely, the field of antibiotics transport through 
channels is almost new and a consensus is far from being 
reached.  

 
The uptake of antibiotics naturally does not occur 

through specific channels but through general diffusion 
porins such as OmpF. Looking at single-molecule 
experiments, one can see a remarkable difference in the 
number of blockages. At millimolar concentrations, the 
number of blockages with antibiotics is a few tenths (19). 
For sugars there are few thousand blockages at micromolar, 
and extrapolating at millimolar one obtains few million 
blockages (21,48). The decrease in the net flux of 
antibiotics through general channels with respect to sugars 
through specific channels is around 105. By using a simple 
analytical model, this difference can be taken into account 
either by modifying the internal potential with additional 
barriers, or by decreasing kon. However, this is the simplest 
and fastest way to find a solution, while a new model 
calibrated on experimental and theoretical data might help 
to develop a theory for antibiotics transport. The ultimate 
goal is to yield general criteria that can positively bias drug 
design. 

 
4.4. Antibiotics translocation is a molecular process  

Single-molecule experiments on antibiotic 
transport through general diffusion porins pointed out that 
the translocation process is a molecular-based process that 
depends crucially on electrostatic interactions. The two 
quantities that are important in experiments are the number 
of blockages and the average blockage time. Experiments 
performed with ampicillin and OmpF showed clearly that 
the net flux depends on the electrolyte concentration and on 
the pH of the solution (19). When the electrolyte 
concentration decreases, the electrostatic interactions 
increase their range of action and the net flux increases as 
well. On the contrary, when the electrolyte concentration 
increases, and in the solution charged groups are better 
screened by ions, a decrease of the flux occurs. This is a 
signature of the electrostatic nature of the process, since 
molecules are more attracted toward the constriction region 
of OmpF when electrostatic screening is low. The effect of 
screening on the blockage time is not as large as for the 
flux, showing that the blockage time is more affected by 
local interactions. This is also evident from the pH 
dependence. Ampicillin is zwitterionic at pH 5. When the 
pH changes, there is a large effect on the number of events 
that decrease dramatically. At the moment, this behaviour 
is not clear, and a possible speculation is that pH affects 
also the charged groups of OmpF. It is worth noting that the 

central region of OmpF is rich in charged groups (see 
Figure 2), and in particular the transversal electrostatic field 
could help zwitterionic antibiotics to arrive near the central 
region. When this condition is not satisfied, for example, by 
changing the pH which would transform ampicillin in a 
charged molecule, the process is higly affected. 

 
The potential profile used in analytical models 

(21,22,55) is rather crude, but with the availability of 
modelling, it would be possible to improve knowledge of 
the antibiotic-channel interactions at the molecular scale. 
Moreover, it is important to point out that experiments 
indirectly measure the translocation and that the device has 
a resolution of 10-20 microseconds. When no blockage is 
seen, one cannot conclude that antibiotics are not 
translocating. It would be possible to have translocation 
without blockages because (i) either the molecule resides in 
the channel for less than the resolution time, or (ii) it does 
not completely occupy the pore channel. In principle, these 
issues can be afforded and solved using molecular 
dynamics (MD) simulations. However, when applied to 
biological systems, one has to deal with the so-called time-
scale problem: the typical times of biological processes 
exceed the time one can reach with standard MD 
simulations (~ 100 ns). In recent years, many techniques 
were developed to solve the time-scale problem and still 
use MD simulations to investigate biological processes. 
The next section is devoted to describe MD simulations and 
the metadynamics algorithm that, by accelerating 
simulations, gives the ability to probe the transport of 
antibiotics through OmpF while maintaining an all-atom 
description (23,56). 
 
5. THE SIMULATION TECHNIQUES 
 
5.1. Molecular dynamics 
 Molecular dynamics simulations constitute a very 
powerful method for investigating processes at the 
microscopic scale (57). By solving Newton’s equation of 
motion with an iterative procedure, they are useful to 
investigate: 
 

• Interactions at the molecular scale 
• Structure determination 
• Dynamical properties, or the effects of 

spontaneous fluctuations due to temperature. 
 
They offer a very high resolution both in space 

(angstrom) and time (femtoseconds). However, these 
features become a problem when dealing with a complex 
system, such as in the life sciences. There, systems are 
characterized by supramolecular aggregation of large 
objects with complex interactions, and many degrees of 
freedom with multicenter interactions mediated by solvent 
properties. This results in processes controlled by a 
multitude of weak interactions acting on a multiscale time, 
from microsecond to second. In particular, simulations at 
the molecular scale fail for two reasons: (i) systems with a 
too high number of atoms, and (ii) typical timescale order 
of magnitude larger than the integration step of Newton’s 
equation of motion (fs) (58). In our particular case, the 
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Figure 7. Scheme of a double well separated by a barrier 
∆G higher than the average kinetic energy kBT. Top: 
sampling with standard MD simulations. Bottom: sampling 
with the accelerated metadynamics. In the first case, the 
reactive trajectory overcoming the barrier has a low 
probability to occur and is called a rare event. 

 
typical times are in milliseconds, so that in 

femtoseconds, this means a number of integration steps of 
the order of 1012. Even using the fastest CPU available and 
a program that can exploit parallelism, the lower limit for 
observing one event is around one year. This is the time 
scale problem.  
 
5.2. Calculating transport properties 
 Following statistical mechanics, properties at the 
microscopic scale can be obtained by averaging over many 
sampled conformers compatible with some constraints, 
such as energy, temperature, volume, etc. While structural 
properties involve static averaging, transport properties 
involve the average of quantities at different times via a 
correlation function (59). This difference makes transport 
properties more affected by statistical uncertainty, or that 
longer simulations are needed to have smaller errors. For 
example, diffusion constants can be obtained easily for 
homogeneous liquids such as water. In this case, the 
statistic is enhanced by the fact that particles are 
indistinguishable and the average is extended over all 
particles of the simulation box (in general, several 
hundreds). When the diffusion constant refers to a single 
molecule in liquid water, in principle, one needs to simulate 
for a time that is hundreds of times longer in order to have 
the same accuracy (57). More appropriate methods exist to 
calculate transmission rates in case of inhomogeneous 
systems, such as for example the diffusion of molecules 
through a lipid bilayer. In this case a combination of the 
local information from the free-energy landscape and the 
diffusion model are used to obtain the permeation rate (59). 
 
 Another example is given by transport properties 
controlled by high barriers that must be overcome. 

Consider, as in Figure 7, a system with two main minima 
separated by a high barrier (Delta G), compared to the 
average thermal energy (kBT). The average time for a 
simulation to observe the system overcoming the barrier (τ) 
can be extracted by the transition state theory: 
 

k =
1
τ

= ν ⋅ exp −
∆G
kBT

 

 
 

 

 
      (2) 

 
 where ni is the prefactor, that in case of molecular 
processes can be approximated by 1 ps-1. When a 
simulation is started in the basin A, if the barrier is around 
8 Kcal/mol, the simulation time to overcome the barrier is 
on the order of microseconds, while a barrier of 12 
Kcal/mol corresponds to milliseconds. With standard MD 
simulations, a long time is spent in basin A before 
overcoming the barrier, a process defined as a rare event 
for simulations (61,62). 
 
 In biological systems, both situations, many small 
barriers (or a diffusive problem) and high barriers, 
contribute to create the time-scale problem with 
simulations, and special algorithms are necessary to deal 
with this condition. 
 
5.3. Metadynamics 
 Standard MD simulations cannot afford the 
typical biological time scale without important 
approximations in the system. Either the system is 
described at a lower level, a coarse-grained description, or 
one can approximate the interaction energies, producing 
systematic errors. In the case of antibiotics transport, 
experiments showed that the process depends crucially on 
electrostatic interactions and on single charged groups (19). 
Consistently, the system must be described at an all-atom 
level with the exact long-range electrostatic contributions. 
 

The other way to accelerate simulations is then to 
use a technique that overcomes the time scale problem by 
working on the MD, i.e., the evolution of the coordinates. 
Among the different methods proposed, the metadynamics 
(63,64) seems extremely powerful, as shown by its recent 
applications to biological processes (65,66,67,68). This 
algorithm requires that the process under investigation can 
be represented using a small set of reaction coordinates to 
be defined a priori and be process-dependent. When the 
slow evolution of the process can be attributed principally 
to these few coordinates, the artifice is to use an algorithm 
to accelerate the time evolution of these coordinates. 

 
 As described in the previous section, during MD 
simulations many conformations of the same free-energy 
minimum are sampled (see Figure 7). The MD technique is 
based on the Markov-chain scheme: the new conformer 
visited depends only on the previous one, or a small 
number of previously visited conformers. It turns out that 
the same conformer can be visited many times, i.e., 
memory effects are absent (61). The idea of metadynamics 
is to take advantage of the previous visited conformers, 
moving from an algorithm with zero-memory effects to a 
history-dependent algorithm, so-called non-Markovian 
dynamics. Within metadynamics, only the defined 
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coordinates are forced to evolve with a non-Markovian 
dynamics, maintaining all the others near equilibrium. 
Memory effects are taken into account through a bias on 
the potential energy: with a given frequency during the 
simulation, penalty terms are added in order to avoid, or to 
penalize, if the same conformer is visited many times (see 
Figure 7). 
 
 The core of metadynamics is to find a priori the 
few variables that better describe the process under 
investigation. These variables, called also collective 
variables, are complex functions of selected degrees of 
freedom, such as a geometrical coordinate (distances, 
angles, dihedrals) or an interactions-based coordinate, such 
as the coordination number of a group of atoms, the 
number of hydrogen bonds, or hydrophobic contacts 
between different groups. The few collective variables 
represent the reduced space where memory effects are 
introduced to accelerate their evolution. These variables, 
subject to the solely underlying empirical potential, would 
evolve with a long time scale, in general, with the typical 
time scale of the process. With metadynamics it is possible, 
in the range of a typical simulation (tens of nanoseconds), 
to observe a process whose time scale is several 
microseconds. 
 

The first advantage of metadynamics is the 
capability to accelerate events. However, the choice of the 
reaction coordinates represents implicitly a way to test 
whether that process can be described by those reaction 
coordinates, or implicitly it is assumed as a mechanism for 
that process. In the case where they fail, any evolution of 
the system can be observed, and one is driven to find more 
appropriate coordinates, or to assume a different 
mechanism for that process. This procedure is implicitly a 
speculation on the mechanism governing the process. 
 

Another advantage of this algorithm is the 
possibility to quantify the process through a free-energy 
description (64). In the metadynamics scheme, the 
Hamiltonian with the bias added in the reduced space of 
coordinates r=r(x) reads: 
 

( ) ( ) ( )rhHH i+= pxpx ,,~
     (3) 

 
where x and p are the positions and the momenta of all the 
atoms of the system of interest and h is the “history-
dependent” biasing potential. These repulsive functions fill 
the minima of the underlying free energy and, after a long 
simulation, tend to compensate exactly for the free energy, 
which, in turn, can be approximated by their sum (see 
Figure 7). If Gaussians are used as repulsive functions for 
the potential, the bias reads: 
 

hi r( )= wi exp −
rk x,t( )− rk x i, ti( )( )2

∆rkk=1

N
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 i

∑
     

(4) 

 
where wi and Delta rk are the height of the repulsive 
potential, and the scale factor for the k-th coordinate, 
respectively. The outer summation (index i) is over the time 
steps. The scale factor defines the range of action of the 

repulsive potential and represents a sort of resolution of the 
reconstructed free energy surface. 
 
5.4. Comparing metadynamics 

Since its development, metadynamics has been 
compared to umbrella sampling (69,70,71), another popular 
method used to quantify a process via the free energy 
reconstruction. It has been defined as a dynamical umbrella 
sampling where both define a reduced space; the reaction 
coordinates define where to add a bias, with the difference 
that in metadynamics the bias depends on time, while in 
umbrella sampling, the reaction coordinates are restrained 
around some fixed values, a sort of grid decompositon of 
the reduced space: 
 
hi r( )=

1
2

k r(x) − ri( )2

     (5) 
 

where the index i now runs over the predefined grid points, 
not the time as in metadynamics. In umbrella sampling, one 
performs many uncorrelated simulations, one for each point 
of the grid, with an equilibrium procedure. In this way, the 
possibility of following a mechanism on the fly is 
completely lost, as the procedure performs a simple 
integration in the reduced space. Using metadynamics, on 
the other hand, one has access to the time (metatime) 
evolution of the process needed to exit from minima and 
reach the saddle point of the free energy surface. The 
implementation of metadynamics which makes use of 
multiple walkers or parallel bias exchanges (72,73), 
different simulations that independently fill the free energy 
minima, is faster but loses the time evolution of the 
process. 

 
The main advantage of metadynamics with 

respect to umbrella sampling is that it is not required to 
define the range of variation of the reaction coordinates a 
priori or the predefined grid, instead letting the system 
evolve toward the lowest transition state, thus obtaining the 
minimum free-energy landscape along the path connecting 
the two minima. This prevents sampling of uninteresting 
regions and, in principle, allows the introduction of a high 
number of reaction coordinates (68). However, the use of a 
time-dependent biasing potential is in some way a non-
equilibrium procedure with respect to the other degrees of 
freedom, especially to the so-called slow modes. When the 
latter are not included in the chosen set of reaction 
coordinates, the choice of the parameters controlling the 
repulsive potentials (i.e., deposition time step, height, and 
scale factor), it is crucial to allow the system to equilibrate 
each time a new term is added. The efficient sampling of 
non-explicit slow modes within metadynamics can be 
tackled in different ways, either by improving the sampling 
with the replica exchange method (74) or by correcting the 
reconstructed free energy surface with a subsequent 
refining umbrella sampling (75). In some way, with 
metadynamics one solves the problem of high barriers. 
However, as stated above, the time scale problem in 
biological processes comes also from the presence of many 
small barriers, or a diffusive mechanism. The two methods, 
proposed to obtain a more realistic free energy 
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Figure 8. Superimposition of several frames from MD simulations of OmpF with 1M ion concentration (protein not shown). Ions 
follow different left-handed screw-like paths from extracellular (top) to periplasmic space (bottom) driven by charged residues. 
Reproduced with permission from Ref 84. 

 
reconstruction within metadynamics simulations, account 
for the error due to the complexity of the landscape. 

 
Another common methodology used to accelerate 

simulations via a biasing of the system is the steered MD 
(76,77,78). As in metadynamics, this method makes use of 
a time-dependent bias; in this case, an external force 
applied to a chosen coordinate r(x) of the system is able to 
move that coordinate with a constant velocity v: 
 

hi r( )=
1
2

k r x( )− r vti( )[ ]2  (6) 

 
This method is appealing since it makes use of a 

recent formula in statistical mechanics that correlates 
equilibrium properties, such as the free energy difference, 
with a non-equilibrium procedure, such as the movement 
with an external bias, or the work W calculated over a 
forced trajectory: 
 

GW ee ∆−− = ββ

     (7)
 

 
In the case of transport of a molecule through a channel, the 
force is applied to the molecule in the direction of the axis 
of diffusion of the channel. In principle, this is the best 
situation, given that the diffusion is along a well defined 
direction. While its main limitation is that it applies to a 
single coordinate, this technique presents some problems. 
In particular, when applied to a system where the biased 
molecule travels over a long path with different deep 
minima, it turns out that after traversing one transition 
state, the molecule does not have the time to relax before to 
encounter another barrier. A possible correction is to use 
several simulations to improve the statistics which may also 
change the direction of the bias, the forward-reversal 
method (79,80). Another problem is where to apply the 
bias, especially for long molecules. Schulten and coworkers 
applied steered MD to see how DNA translocates through 
alpha-emolysin, and the mechanism depends crucially on 
whether the bias is applied to the center of mass of DNA or 
to the two ends (81,82). Recently, the three methods have 
been compared for the first time using a test case, the 
transport of potassium ions in the selectivity filter of Kcsa 
channel (83). 

6. OMPF TRANSPORT PROPERTIES BY MD 
SIMULATIONS 
 
6.1. Ion transport 
 A series of two excellent articles published by Im 
and Roux touched in a nice way on the problem of 
transport properties through OmpF (84,85). The authors 
used different theoretical methods to investigate the 
transport of ions through OmpF. They used three 
approaches with decreasing details, (i) all-atom MD 
simulations with ions, protein and solvent explicit, (ii) 
Brownian dynamics with ions explicit plus a continuum for 
protein and solvent, and (iii) Poisson-Nerst-Planck 
electrodiffusion theory where all is represented as a 
continuum. The most demanding all-atom MD simulations 
have been used to evaluate some key parameters for the 
other simulations. The MD simulations, 5 ns for a system 
of approximately 70,000 atoms, at that time represented a 
challenge for simulations. While this simulation was static 
in nature, they calculated only the probability that ions 
occupy certain regions of OmpF, and the high number of 
ions used (1 M concentration) allowed improvement in the 
statistic. 
 

The results they obtained with the different 
methods provide a consistent scenario. Simulations 
revealed that chloride and potassium ions move along the 
channel following different paths over the whole 40 Å 
length of the channel. Potassium ions preferably occupy the 
centre of the pore while chloride stay near the wall. In 
particular, chlorides are always coupled with a potassium 
ion that screens them from the high negative charge of the 
porin. Ion trajectories down the pore have a left-handed 
screw-like shape with a rotation of 180 degrees from the 
extracellular to the periplasmic side. At the constriction 
region, due to the high transversal electric field, charge 
separation is very crisp (see Figure 8). 
 
6.2. Molecule transport 
 As described in the previous section, ion transport 
properties can be obtained using standard MD simulations. 
There, diffusion in general is controlled by many small 
barriers and the time-scale problem can be solved 
increasing ions concentration. It is the same approach as 
moving from single-molecule experiments to 
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Figure 9. Characteristic conformations of Ampicillin in the constriction region during the translocation process. Confomer I is 
the starting conformation and shows the high matching between Ampicillin and the charged residues of the constriction region of 
OmpF. Reproduced with permission from Ref. 23. 
 
multichannels, and the statistics are improved simply by 
increasing the number of possible events. Two problems 
arises when dealing with antibiotics: (i) channels have 
single-occupancy, and (ii) the translocation process does 
not seem to proceed over small barriers. This was also 
observed for ions by Im and Roux: when the diffusion 
constant of ions inside OmpF is calculated using the 
traditional mean square displacement, this value is 10% of 
the bulk value. Correcting the diffusion constant for the fact 
that ions move over a free energy surface with ion traps, the 
value becomes 50% of the bulk value: the slow diffusion of 
ions inside OmpF is created principally by ion trapping, or 
high barriers. Whether single ions can be trapped during the 
translocation of OmpF, with molecule is even worst and a 
single transport event is per se very difficult to obtain with 
simulations, and classified as rare events. 
 
 The first simulations of explicit molecular 
transport in OmpF were performed using alanine and alpha-
methylglucose (86). Their dimensions are smaller than the 
pore size and both molecules are zwitterionic. The authors 
used the steered molecular dynamics simulations to 
investigate transport properties (76,77). From the analysis 
of reactive trajectories, the information obtained does not 
differ from previous simulations using ions (84,87). The 
constriction region is the bottleneck of the process with the 
charged groups affecting the diffusion. The molecule dipole 
orients in the constriction region with the transversal 
electric field slowing down the diffusion of the molecule. 
However, no binding is observed during the translocation 
through the pore. This can be due either to the small 
dimension of the molecule and/or to too fast pulling of the 
molecule. In this case, the authors did not apply any 
correction, as in the forward-reverse method (80), to take 
into account the relaxation problems. 
 
6.3. Antibiotic transport 
6.3.1 Static modelling 

Antibiotics are small molecules with many 
groups whose physico/chemical properties embrace a large 
diversity. This is illustrated in Figure 3 for beta-lactams, 

but remains valid for other families of antibiotics which 
present charged groups and polar groups as well aromatic 
and hydrophobic groups. Bezrukov and co-workers (19), on 
the basis of their experiments, proposed a mechanism for 
antibiotic transport in OmpF through an internal binding-
site, and the modelling of the antibiotic-OmpF system has 
highlighted a possible binding-site. Starting from the 
crystallographic structure of OmpF solved at 2.4 A, they 
docked ampicillin by hand near the constriction region. 
They positioned ampicillin transversally and with the 
dipole matching the charged groups of OmpF in order to 
follow the experimental suggestions that (i) the molecule is 
able to completely close the pore to the passage of ions, and 
(ii) there exists strong interactions to create a complex that 
is stable for hundreds of microseconds. Next, they 
minimized the whole system and refined their relative 
position by molecular dynamics simulations. This 
modelling essentially showed a high matching between 
ampicillin and OmpF at the constriction region, which 
explained the blockage time observed with experiments 
(see Figure 9 panel I). 

 
6.3.2. Dynamic modelling 

The above modelling lacks a dynamical 
description, while it is well known that proteins are 
dynamical entities. Using metadynamics MD simulations, 
the target of the investigation can be enlarged from 
structural properties of the constriction region (looking for 
a specificity of antibiotics) to dynamical properties in order 
to examine how antibiotics escape from that region. 

 
Metadynamics was used to find a reactive path 

for the escape of ampicillin down from the constriction 
region of OmpF (23). The starting structure for ampicillin 
in the constriction region essentially assumes the previous 
data, see Figure 9 panel I. As stated above, metadynamics 
has allowed to consider more than one coordinate in a 
natural way. The coordinates accelerated in metadynamics 
reflect the initial structure; since there are many hydrogen 
bonds formed between ampicillin and OmpF, there is a low 
probability of breaking them and moving to another 
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Figure 10. Contour plot of the free energy surfaces of the three antibiotics above the constriction region as obtained from 
metadynamics simulations. The difference between each successive color is 1 Kcal/mol. Reproduced with permission from Ref. 
56. 

 
position. This variable represents one slow mode for the 
translocation and hence is a natural coordinate to consider. 
The second coordinate is the position of the ampicillin 
along the z-axis of diffusion, which must change in order to 
observe translocation. 

 
Accelerated MD simulations proved the passage 

of ampicillin through the constriction region with a 
simulation lasting a few nanoseconds (metatime) (see 
Figure 9). The main results obtained can be summarized in 
four points: (i) during the translocation, no large 
conformational change of the pore is observed. In 
particular, loop L3, which is responsible for the small size 
of the central region, does not show any large movement 
with respect to the whole OmpF; (ii) the barrier 
encountered by ampicillin in exiting from the binding-site 
is on the order of 10/12 Kcal/mol. Using the transition state 
theory, this corresponds to a typical time of hundreds of 
microseconds, which agrees well with experiments; (iii) the 
flexibility of the molecule seems to help translocation 
through the central region. The same simulation performed 
with an internal dihedral angle of ampicillin constrained to 
a fixed value showed a higher barrier. Due to the small size 
of the constriction region, the molecule is expected to have 
a lower entropy there, and its flexibility helps it to move 
from that conformation; (iv) the charged residues are 
important in locations other than near the constriction 
region, as for example the role of Lys-16 in the escape 
process (87) (see Figure 9, panel III). 

 
6.4. Transport vs. molecular properties 
 In a more recent paper (56), modellers and 
experimentalists combined metadynamics and 
electrophysiology to compare antibiotics with different 
molecular properties, as seen in Figure 3. Apart from 

ampicillin, they used amoxicillin, which is less 
hydrophobic, and carbenicillin, which is anionic with a 
charge of -2. Experimentally, amoxicillin has a lower 
residence time with respect to ampicillin, at 50 
microseconds compared to 120 microseconds. The case of 
carbenicillin is special in some way since it does not show 
any blockage. Metadynamics simulations were performed 
using the same reaction coordinates, number of hydrogen 
bonds per molecule/channel, and position of the centre of 
mass along the axe of diffusion, and with the same initial 
docked structures as for ampicillin. The new simulations 
were also extended above the constriction region, thus 
obtaining different free energy surfaces, see Fig 10. 

 
For ampicillin, there is an extended binding site 

in the upper region, with the phenyl group that switches 
between Tyr22 and Tyr40 or Tyr22 and Tyr32, see Figure 
11. Amoxicillin shows a binding site closer to the 
constriction region, favoured by the presence of the OH 
group that interacts more strongly with Tyr22 and Tyr40. 
The behaviour of carbenicillin is completely different in 
that once placed near the constriction region; it moves 5 Å 
up, due to the unfavourable interaction of its carboxylic 
groups with Glu117 and Asp113. Carbenicillin, moving up, 
finds a very strong binding site, interacting at the same time 
with the three arginines of the constriction region and 
Arg167 and Arg168 see Fig 11. Again, other amino acids 
not located in the constriction region seem to have a role. 
Moreover, carbenicillin stays near the constriction region 
with its longest axis parallel to the axis of diffusion Z, in 
contrast to the other two antibiotics that can stay 
perpendicular to the axis of diffusion, oriented by the 
electric field (see Figure 11). Apart from the lower affinity 
of carbenicillin for the constriction region (the bottleneck 
for translocation), it assumes a conformation that does not 
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Figure 11. Top view of the most probable conformers for the three antibiotics and extracted from MD simulations. Carbon atoms 
are colored by cyan, hydrogens by white, nitrogens by blue, oxygen by red, and sulfur by yellow. Reproduced with permission 
from Ref. 56. 

 
completely close the pore size to the passage of 

ions. In principle, one would have a translocation without 
any experimental blockage. Alternatively, following the 
hints of analytical models, when the binding site is not near 
the constriction region, the flux decreases (22). However, it 
is also questionable whether carbenicillin, charged at -2, is 
attracted by the OmpF, which is charged at -10. 
Carbenicillin permeation in OmpF remains an open 
question. 
 

The above investigations have proved that the 
three antibiotics, while differing by a few external atoms, 
experience different interactions at the constriction regions 
providing different experimental blockage times, i.e. 
different fluxes. Therefore it would be possible to tune the 
flux of a molecule by changing the molecule/channel 
interactions. This principle can be used positively to bias 
drug design toward compounds with improved membrane-
penetration characteristics, combining experiments with in 
silico data (7). 

 
7. CONCLUSIONS AND PERSPECTIVES 
 

The problem of bacterial resistance to antibiotics 
is an important matter, and the challenge for our society is 
to solve that problem by finding a new strategy to discover 
antibiotics. This new strategy requires more scientific 
knowledge of the resistance mechanisms, especially at a 
molecular scale. This review focuses on the techniques 
used and results obtained to increase our knowledge as to 
how antibiotics penetrate bacteria. The permeation power 
of antibiotics does not solely solve the bacterial resistance 
problem, but it represents a first step in this direction. The 
field of antibiotic transport through general channels is 
fairly new. Recent experimental techniques combined with 
numerical simulations seem to represent a promising and 
new path to increase our knowledge (19,23,56). In 
particular, the new algorithms that allow acceleration of 
MD simulations (63) can be very useful for gaining details 
at the molecular scale in the translocation process of 
antibiotics. As shown, the agreement with experiments is 

quite good, and simulations might have a high potentiality 
in the future design of new antibiotics with improved 
transport properties. 

 
The multidisciplinary approach that combines 

experiments, MD simulations, and analytical models, is 
extremely attractive and powerful in offering many details 
of the molecular processes. However, a gap with in vivo 
experiments remains. Many issues are open, such as the role of 
the asymmetric lipopolysacharides membrane of bacteria in the 
transport properties (16,89,90). To date, electrophysiology 
experiments have been performed by reconstructing OmpF in 
a symmetric bilayer (19,56). Second, OmpF is not the only 
general channel used by antibiotics to penetrate bacteria. 
OmpC, for which an X-ray structure recently appeared, is 
another potential path for antibiotics uptake (91). Also, OmpT 
and OmpU modelled by homology, are also potentially good 
targets (92,93), as well OmpW and OmpX (94). Moving to 
antibiotics, there are more families to be considered, such as 
fluoroquinolones and the last generation of cephalosporines 
(30,36). 
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