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1. ABSTRACT

The catecholamine dopamine (DA) has been
implicated in a host of neura processes as diverse as
schizophrenia, parkinsonism and reward encoding.
Importantly, these distinct features of DA function are due
in large pat to separate neural circuits involving
connections arising from different DA-releasing nuclei and
projections to separate afferent targets. Emerging data has
suggested that this same principle of separate neura
circuits may be applicable within structural subregions,
such as the core and shell of the nucleus accumbens (NAC).
Further, DA may act selectively on smaller ensembles of
cells (or, microcircuits) via differential DA receptor density
and distinct inputs and outputs of the microcircuits, thus
enabling new learning about Pavlovian cues, instrumental
responses, subjective reward processing and decision-
making. In this review, by taking advantage of studies
using subsecond voltammetric techniques in behaving
animals to study how rapid changes in DA levels affect
behavior, we examine the spatial and temporal features of
DA release and how it relates to both normal learning and
similarities to pathological learning in the form of
addiction.
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2. INTRODUCTION

The central role of dopamine (DA) in avariety of
biological processes has been well documented for decades,
though the range of these functions is incredibly diverse.
Dopaminergic dysfunction has been established as the
cause of dehilitating illnesses such as Parkinson’s disease,
as well as menta disorders like schizophrenia. More
recently, much research has focused on the role that DA
may play in mediating the encoding of learning (1-3).

DA-expressing neurons in the ventral tegmental
area (VTA) normally fire in a dow, tonic pattern but
periodically discharge in short bursts (4) that result in
relatively high concentrations of dopamine release in the
nucleus accumbens (NAc) within hundreds of milliseconds
(5-6). Burst firing, particularly observed during
presentation of rewards and their associated cues (7), has
been shown to be the origins of phasic discharges of DA
(or, transients) in the NAc (6). One powerful tool used to
unravel DA dynamics in contemporary studies is the use of
fast-scan cyclic voltammetry (FSCV), a technique that
allows for subsecond detection of DA release in highly
specific areas. Using FSCV a the carbon-fiber
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microelectrode (100 ms resolution) we and others have
extensively reported that rapid fluctuations in dopamine
release events are typically associated with aspects of goal-
directed behaviors and learning processes implicated in
stimulus-reward and action-reward associations. As such,
phasic dopamine rel ease can be detected within hundreds of
milliseconds of motivationally significant events such as
receipt of natural rewards like food, sucrose (8) or sex (9-
10), brain stimulation (11-13), or drugs of abuse like
cocaine (14-15).

Additionally, DA has been traditionaly
considered a “volume transmitter”, in that synchronous
burst-firing of DAergic neurons are able to phasicaly
modulate relatively large territories of neural tissue (12, 16-
18). Convergent data from a variety of studies has
confirmed this observation, but aso shown that
mechanisms of DA action are differential and highly
specific across and within brain regions (19-21). Because
of the high spatia precision of FSCV (tip of the carbon
recording fiber is ~100 um long and 10 um in diameter),
DA release in the NAc can be observed within
substructures (e.g., core and shell). Studies involving the
electrophysiological  recording of DAergic neurons
projecting to the NAc have similar subsecond temporal
precision as FSCV (typically < 200 msec). However,
physiological tools used to identify these putative DA
neurons had some difficulty in dissociating between cell
bodies in the VTA and the related substantia nigra which had
different projection pathways, and more controversdly,
whether or not recorded neurons in the midbrain are DA-
expressing or not (22). As such, none of these studiesin awake
behaving animals have to date dissociated differential DAergic
input to NAc subregions of the core and shell. This is an
important ditinction as differences in DA release between
these regions are proving to be critical for understanding
the role of DA in learning and addiction. Given the
anatomy and specificity of DA release within subregions of
the NAc, FSCV alows for both the subsecond temporal
and detailed spatial precision necessary for understanding
the role of DA in discrete NAc “microcircuits” in many
motivationally-salient tasks (23).

3. ANATOMY OF THE DOPAMINE SYSTEM:
GENERAL OVERVIEW

Though many portions of the forebrain receive dense
dopaminergic innervation, the vast mgjority of the work
done to date on rapid dopamine release dynamics has
focused on the striatal regions, specifically the dorsal
striatum and NAc. Generally, these regions are defined by
strong midbrain dopamine input, as well as by separate
circuits of afferent and efferent projections. The NAc
receives largely glutamatergic inputs from limbic structures
such as the basolateral amygdala [BLA] (24-26), prefrontal
regions (24-27) and hippocampus (25), as well as
dopaminergic input from VTA (28-29). In turn, the NAc
sends efferent projections to nuclel that organize motor
behavior including the ventral pallidum and subthalamic
nucleus (30). Detailed anatomical studies have shown that
NAc neurons receive convergent information from
dopaminergic and corticolimbic regions. For example,
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VTA terminals have been shown to synapse on medium
spiny neurons (MSNs) in the NAc that also receive direct
input from hippocampus (31), while terminals from PFC
afferents onto MSNs are modulated by VTA activity (32).
Thus, NAC neurons are in a prime position to coordinate
associative learning from afferents with action selection in
downstream targets.

The NAc has been further shown to be comprised of
two important subregions; the core and shell (33). In
addition to histochemical differences (34-36), these
subregions differ in terms of afferent and efferent
projections (25). For example, the NAc core receives the
majority of its prefrontal input from the prelimbic region
and lateral OFC (i.e., dorsal agranular insuld), while the
NAc shell receives input from the infralimbic cortex and
more medial lateral OFC (ventral agranular insula) (24, 27).
Further, such regions are aso dissociable by pallidal
projection outputs, notably the core predominantly projects
to the substantia nigra (SN) while the shell targetsthe VTA
(26, 33, 37-39). However, core and shell regions may also
have important intra-structural connections; afferents from
the core to the shell (but little from shell to core) may be
computationally important for alowing diverse limbic
inputs to be integrated into awhole for later output (40-41).
These differences in connectivity, strongly suggest that
core and shell are differentially engaged in the control of
motivational behavior.

At the cellular level, neurons in both the core and shell
are primarily (95%) MSNs, which act on downstream
targets via GABAergic release (42-43). In the NAc, distinct
populations of MSNs selectively express D1-like and D2-
like receptors in the core and shell (34-35, 42, 44-45). Even
within core and shell subregions, cellular organization
within the NAc is compartmentalized (46), with a patch-
matrix organization similar to that found in the dorsa
striatum. Indeed, van Dongen and colleagues report that
MSN dendritic arbors are largely contained within
compartments, but aso strongly respect core and shell
boundaries by asymmetrically sending fibers in opposite
directions at the core-shell border (41). Thus, processing
and dopaminergic influence in the NAc are likely
differentiated at the regiona (i.e., core and shell) and
microcircuit (neural ensemble) level.

In contrast to the NAc, the rodent dorsal striatum [DS]
is a relatively massive structure, but similar to the NAc is
comprised primarily (>90%) of GABAergic MSNs (43).
Importantly, the DS receives dopaminergic input from the
substantia nigra [SN]. This nigrostriatal circuit has been
shown to be critical for volitional movement and
dysfunction due to loss of DA tone underlies the movement
symptoms of parkinsonism. However, more recent research
has suggested that the DS is the striatal component of a
series of dorsally and laterally oriented “spirals” of
connections between the DS, SN and related cortical and
thalamic targets (30, 47-50), suggesting a possible role in
memory and habit formation. Thus, the anatomical
organization of the striatum strongly suggests putative
functional dissociationsin behavior and learning.
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4. DOPAMINE AND NEURAL ENCODING IN THE
NAC: CRITICAL COMPONENTS OF LEARNING

Animals are faced with uncertain outcomes in a
highly complex environment. Thriving in that environment
depends on the ability for animals to determine regularities
in the world that are predictive of relevant outcomes
whether they are rewarding like food or mates, or aversive
like predators. For obvious reasons, the ability to detect
these predictive conditions provides a strong advantage in
terms of survival.

Modeling this complex behavior has been at the
heart of psychological research for at least a century. From
the earliest components of Pavlov’s famous experiments to
contemporary models of animal neuroeconomic strategies,
the essential components of these learning processes are
similar across paradigms. In a simple form: (1) animals
experience a motivationally salient outcome (for example,
food) and determine the value of that reinforcer, (2) cues
predictive of those outcomes are detected and attended to,
and (3) any actions necessary to produce and obtain the
reinforcer are acquired and performed. In more complex
settings when multiple outcomes compete for attention,
animals must also determine the value of those different
reinforcers and the costs associated with the actions to
acquire them. These features have each been shown to be
associated with neural encoding and phasic DA release in
the NAc, and will be discussed in turn below.

5. REWARD PROCESSING AND THE NAC

The NAc has been repeatedly implicated in the
processing of reward. For example, experimenter-delivered
intraoral infusions of a palatable sucrose solution induced
rapid changes in neural firing in naive subjects at the time
of reward receipt (51), while tastants experienced during
simple Pavlovian (52-53) or instrumental (54-55)
conditioning tasks similarly cause rapid neural deflections.
Notably, multiple labs that have carefully dissociated the
electrophysiological characteristics of taste processing in
the NAc and found that the direction of these responses is
largely inhibitory during consumption of palatable tastants
(56). Indeed, Wheeler et al. (57) have shown that this
inhibitory encoding is likely involved in encoding hedonic
properties of those tastants. That is, when a palatable
saccharine solution was delivered intra-orally to naive rats,
the maority (~75%) of neurons showed an inhibitory
encoding pattern during receipt. However, when subjects
learned that that same tastant was now predictive of a delay
to self-administer cocaine (and thus induced a negative
affective state), the encoding changed to predominantly
(~75%) excitatory. This proportion of excitatory encoding
was similar to that seen during unsignaled delivery of a
bitter quinine solution (51) or when atastant had developed
a conditioned taste aversion through pairing with illness
(58). Interestingly, there have not been any detectable
differences in this taste encoding between the NAc core
and shell.

In contrast, neurochemical studies have reveaed
differences in DA release dynamics in the core and shell
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during reward receipt suggesting differences in neural
processing of reward between these regions. Microdialysis
techniques have shown that uncued presentations of a
paatable food increase DA release in the shell but not the
core (59-60). Similarly, FSCV dataindicates that rewarding
tastants (sucrose) induce phasic and time-locked increases
in DA releasein the NAc shell, while aversive tastes induce
decreases (pauses) in DA release in the shell (61-62).
Importantly, these dopamine release profiles were not
observed in the core (62).

These findings are similar to those found in
uncued drug exposure. Direct comparisons of core and
shell regions during cocaine administration receipt showed
a dightly more nuanced take on this shell-specific
encoding. While DA transmission increases for both core
and shell following non-contingent cocaine delivery (63),
DA transient increases were significantly greater in the
shell compared to the core (21).

Though less robust than rewarding outcomes, DA
release has aso been implicated in aversive processing
independent of tastants. Microdiaysis techniques indicate
that DA may be involved in the processing of unsignaled
aversive stimuli. While some studies indicated an increase
in DA release in the shell but not the core during
unsignaled footshocks (64), other studies that more strictly
controlled for effects of associative learning (such as
contextual conditioning) failed to show such differences
(65). However, as discussed above, unsignaled delivery of
an aversive quinine solution, or a conditioned aversive
tastant induced significant decreases in DA release in the
shell (61-62). Rapid (but not tonic) changes in DA release
suggest that DA may play some essential role in signaling
the value of stimuli.

Taken together, these findings indicate that
regiona differences in DA dynamics, but not neura
processing, are present in the core and shell of the NAc
relative to both appetitive rewards and aversive events.
These findings suggest that DA transmission may have
differing effects on distinct neural populations in the NAc.
However, some theories have argued that DA release is
both necessary and sufficient to elicit phasic neural firing in
the NAc (66). Resolving this discrepancy in the literature
will require the ability to study the simultaneous release of
DA and its effects on neural processing, atechnique used in
our laboratory that will be described in greater detail below.

6. PAVLOVIAN CUE LEARNING

Pavlovian conditioning is generally understood as
a model of learning in which animals associate predictive
cues in their environment (Conditioned stimuli, CS) with
motivationaly  significant outcomes (Unconditioned
stimuli, US) (67-68). Following repeated contingent CS-US
pairings, the animal exhibits a learned response during the
CS, referred to as the conditioned response (CR).
Importantly, under these conditions, stimuli are presented
non-contingently to the animas such that unlike
instrumental actions, the animals’ behaviors are not
required to produce the outcomes (for example, a reward).
Despite this simple premise, the details of how Pavlovian
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(or Classical) conditioning occurs have provided central
insights into the fundamentals of learning and the
organization of the brain. For example, for animals to form
a Pavlovian association between a cue (CS) and an
outcome (US), they must learn a host of critical information
including: the identity and value of the US, the identity of
the predictive CS, the contingency between the CS and US,
the temporal relationship between CS and US, and so on. In
this scenario, Pavlovian conditioning is not simply areflex,
but instead reflects a rich understanding of the relationship
of the organism and its motivational state to distinct and
important stimuli in its environment (69). Crucialy, many
of the aspects of learning have been reflected in both the
neural encoding and DA release dynamics in subregions of
the NAc.

The NAc appears to play a role in encoding
specific features of Pavlovian conditioning, though thisrole
may be subtle. For example, very few studies have shown
that lesions of the NAc abolish al aspects of Pavlovian
conditioning. In one of these studies, electrolytic lesions of
the NAc core and shell showed only modest effects on cue
conditioning, despite chronically damaging cell bodies as
well as fibers of passage (70). Similarly, neurotoxic lesions
of the NAc failed to detectably disrupt simple Pavlovian
conditioning (71). However, smaller lesions of NAc core
have been shown to contribute to deficits in autoshaping
(72) and discriminated approach (73).

One possible explanation for these differences
may be related to whether Pavlovian learning in the
absence of a functional NAc is the same as in normal
animals. Recently, Singh et al. (74) trained rats to
associate a Pavlovian cue light (CS+) with delivery of food.
Later, for some subjects, the food was devalued by pairing
consumption with illness with a conditioned taste aversion
(CTA), while for other subjects the food and illness were
never paired. On test day, sham-lesioned animals that had
receved CTA showed significantly less approach behavior
during presentations of the CS+ alone compared to controls
that did not receive food-illness paring. In contrast, animas
that had lesions of either the core or shell failed to show this
spontaneous decrease in motivated behavior following CTA,
suggesting that lesioned animads formed abnorma associations
that did not have access to the current vaue of the reinforcer.
In support of this theory, rats with lesions selective to the NAc
core failed to show “unblocking” when compound cues
predicted a change in the expected reinforcer, either by altering
the expected value (1 vs 3 pellets) or by changing the expected
outcome identity (banana vs grape sucrose pellets) (75).
Collectively, these findings indicate that the core and possibly
the shell are essentid for dlowing Pavlovian cues to enter into
associ ations with the value and identity of the reinforcer.

In support, neurd firing in the NAc has recently
been andyzed in our laboraory while rats performed
Pavlovian associations. In one experiment (54), one auditory
cue was predictive of delivery of food pelets (CS+) while
another cue had no sgnificance (CS:). After successfully
learning to discriminate between cues, neurons in the NAc
core were significantly more likely than those in the shell to
sdectively encode information about the cues. Further, the
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magority of cdls in both the core and shel encoded
information about the delivery of the reinforcer. These findings
support those found in a smilar autoshaping task (76) and
suggest that core is more likely involved in making predictions
during cue presentations, while both core and shell may be
involved with ng the value of thereinforcer.

The role of DA in the NAc has been the subject of
great interest since the foundationa discovery that midbrain
DA neurons encode predictions and prediction errors during
learning (7). A prediction error in this case is the notion that
learning should be maximal when the difference between the
animal’s expectation of an outcome and the actual outcome
recaved is large. For example, when one food pelet is
delivered unexpectedly, the animal is “expecting” no food, so
the difference between the actua outcome (1) and the expected
outcome (0) is +1, indicating a podtive prediction error. In
contrag, if an outcome is well-predicted (expect 1 pellet) and
the outcome is 1 pellet, then there is no prediction error
because the difference between expectation (1) and the actud
outcome (1) is zero. Models of learning such as the Rescorla
Wagner mode (77) and other smilar modes (78-80) predict
that this error term (AV in their nomenclature) is the amount of
learning that occurs on any given trid. Thus, when thereis a
large discrepancy between the expected value (XV) and the
actud value, such as the presentation of an unexpected reward,
there should be more learning, while the more predicted the
outcome (no matter how valuable), the less learning should
occur.

In a series of experiments, Schultz and colleagues
(7, 81) demongrated that DA neurons in the VTA and SN
exhibited neurad activity that tracked the error prediction term
a the time of reward receipt. For example, when a cue
predicted a juice reward for a monkey but the association was
not yet learned, putative DA neurons fired maximally at the
time of reward receipt because the error prediction term (AV)
was high. However, as the monkey learned that the cue
predicted the juice, firing in these cells during juice receipt
monotonically decreased as AV similarly became minimal.
These data indicated that DA neurons were encoding not the
reward vaue itsdf, but rather the error between an expected
outcome and the actua outcome. Notably, also the learning
model includes nomenclature for the prediction itself, ZV.
During initial presentations, the cue did not have any predictive
associaions with the reward, so when ZV was minimal, there
was little firing of DA neurons during the cue. However, when
the ZV increased, making a better prediction of the expected
reinforcer, firing during the cue Smilarly incressed. Thus, DA
neurons encoded both the prediction (V) and prediction error
(AV) over the course of a simple Pavlovian association. This
pattern of activity thus provides a subdtrate for a teaching
mechanism by which animals can attend to and learn about
essentiad cues in their environment as they come to predict
valued outcomes.

While this observation has guided much research
in recent years, difficulties in identifying putative DA
midbrain neurons and their projection pathways have made
more precise functional descriptions difficult (82-83).
Microdialysis findings during Pavlovian learning have
suggested that cues predictive of rewards increase DA in
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the core but not the shell, though the temporal resolution of
these studies make it difficult to dissociate DA release to
the cue compared to the reward (59-60). To address this
explicitly, work in this lab measured DA release in the NAc
core of rats during acquisition of a Pavlovian task (84).
Similar to the findings of Schultz et al., DA release during
the cue gradualy increased across days reaching a
maximum when rats showed the best discrimination, while
DA release to the food reward was greatest when the pellet
was unexpected, but lower when it became more fully
predicted. Further, the FSCV findings show that the
prediction error encoding of midbrain DA neurons recorded
by Schultz and colleagues projects to the NAc core and
thus the DAergic projections to the NAc are implicated in
stimulus-outcome learning. Further, these findings using
FSCV confirms and extends the hypothesis that DA release
in Pavlovian learning tracks both the prediction and
prediction error during learning, critical factors essential for
the assessment of expected value.

7. DOPAMINE DETECTION DURING GOAL-
DIRECTED ACTION

Because the NAc is the primary target of the
mesolimbic DA system, its role in goal-directed (operant)
behavior has been extensively studied. Neurotoxic lesions
of the NAc core, for example, have been shown to
modestly impair responding in a variety of instrumental
tasks, though these effects were most profound when
animals were required to select different actions when the
value of the expected reinforcer was altered (71, 85-86).
This finding indicates that as the “limbic-motor interface”
(87), the importance of the NAc exceeds that of action
performance aone, and is essentia for incorporating
aspects of value into chosen courses of action.

Early studies in rapid DA release during operant
performance have shown a highly selective response to the
actions resulting in valued outcomes. In one early study,
rats that were trained to press a lever to receive rewarding
intra-cranial  self-stimulation (ICSS) of DA-expressing
neurons rapidly learned to press at a high rate. DA was
released following stimulation as well as time-locked to the
lever press (88), though DA transients to the press
attenuated over time. However, in studies where animals
pressed a lever to self-administer cocaine, DA transients
time-locked to the press were reliably found in both the
core and shell (14-15, 63).

Additional studies have examined the role that
discriminative stimulus (DS) cues have on modulating
instrumental  performance. DS cues, unlike simple
Pavliovian cues, inform animals that they can make a
response to get a reinforcer during DS presentation. It has
reliably been shown that DS-evoked DA release in
instrumental settings is regionally-specific within the NAc
and that the dynamics and volume of the DA release
encodes critical aspects about expected actions and
outcome. For example, DA is released in the NAc shell
during DS cues predictive of a valued ICSS stimulation
(13). Further, when the value of the ICSS reinforcing
stimulusisincreased, DA release in the shell concomitantly
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increases during the DS and is correlated with faster
operant response times for the higher stimulation (89).

Similar findings were observed during operant
responding for natural rewards, as DA is reliably released
in the core and the shell during DS cues predictive of food
(8). However, more detailed anaysis has reveded some
reliable differences in this type of encoding across regions.
For example, in one recent study, we observed DA release
relative to a DS linked with impending food reward in both
the core and shell. However, in the core, DA release
appears to track the predicted value of the impending action
since it is only phasicaly and transiently active during the
DS presentation. In contrast, DA release in the shell was
greater than in the core during the DS, but also showed a
second pesk in release at the time of the press, and
remained elevated at the time of sucrose consumption (90).
These differences suggest a possible separation in DA
processing in goal-directed behavior, such that while both
the core and shell may make predictions about impending
outcome, only the shell may be monitoring the current
value of a specific action.

8. HIGHER-ORDER LEARNING
REINFORCEMENT IN THE NAC

AND

Studies incorporating conditioning designs have
reliably demonstrated that animals acquire critical
information about the expected outcome (69). These
expectant representations of the anticipated reinforcer
include details such as the reinforcer identity (e.g., grape
flavor compared to orange), and hedonic value. Indeed, in
multiple regions in the limbic system that project to the
NAc, associative cues are capable of reactivating the same
cells as those activated by the reinforcer aone (91). One
consequence of this feature is that motivationally salient
cues are able to support new learning or modulate ongoing
behavior. In a model of this called Pavlovian second-order
conditioning, animals first learn to associate a cue (S1) with
adesirable outcome. After learning, animals then receive a
new cue (S2) that predicts the occurrence of Sl in the
absence of reinforcement. Despite the S2 never being
directly paired with the outcome, its association with the
value accrued to the S1 allows for conditioning to the S2 to
occur (92-95).

Further, it has been shown that the NAc plays an
essential role in encoding this type of associative
information. Contralateral lesions of the NAc and
basolateral amygdala (BLA; a primary source of limbic
input to the NAc) made prior to learning appear to leave S1
learning intact, but abolish the ability to learn S2
associations (96). Recently, neural activity was recorded in
this task while rats learned the S1 and S2 associations (97).
In normal animals, a subset of NAc neurons encoded
information about the different cues, and the percent of
cue-encoding neurons increased commensurate with
learning. However, if rats had earlier modest but sustained
access to self-administered cocaine (at least 8 days) they
were unable to learn the S2 association. Neural recordings
made during learning showed that despite apparently
normal behavior during the S1, cocaine-treated animals
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showed virtualy no evidence of cue-selective encoding
over Sl training. Thus, impoverished S1 encoding in the
NAc prevented animals from acquiring detailed associative
information during initial learning, which subsequently
prevented any S2 learning.

Numerous studies have aso shown that
Pavlovian cues can potentiate operant responding, as
demonstrated in atask known as Pavlovian-to-instrumental
transfer (PIT) (98-99). In aPIT task, animals first learn that
a Pavlovian cue is predictive of reinforcement, and
separately learn that an instrumental response will aso lead
to reinforcement. During the “transfer” portion of the task,
the Pavlovian cue is presented while the anima is
performing the instrumental behavior, and the cue typically
increases, or ‘invigorates’ responding. This modulatory
activity of a previously learned Pavlovian cue on the
operant response in PIT appears to depend critically on the
acquired motivational significance and even sensory
identity of the reinforcer. For example, in the presence of a
food-paired cue, responses are invigorated (100-101), while
cues paired with aversive events (e.g., mild foot shock) will
inhibit operant activity (102). Notably, lesions of NAc fail
to disrupt the simple conditioning aspects of either
Pavlovian or instrumenta performance aone, but
selectively impair the “transfer” ability of the cue to
modulate operant activity (71, 86, 103), while DA-
enhancing infusions of amphetamine into the NAc shell
enhance this effect (104). Attempts to dissociate the
relative function of the core and shell in PIT have been
equivocal, as different studies have indicated a necessity
for either the core (86, 103) or shell (71) in general PIT.
Using electrophysiological techniques, we recently reported
that NAc core neurons were more likely to encode cue-
specific information, even during transfer, and that this
information was correlated with the degree of transfer. In
contrast, cells that responded to both the cue and response
in the shell accurately predicted transfer success. Further, a
subset of animals was given access to self-administered
cocaine after initia learning, but prior to transfer. These
animals showed greatly potentiated transfer compared to
controls, and showed a significant increase in al task-
related encoding that was specific to the shell (54). These
findings suggest that the role of NAc in higher-order
learning involves both the acquisition of the subjective
value of cues in the core, but that the shell is involved in
more general aspects of hedonic encoding and integration
with action.

9. NAC DA AND DECISION-MAKING

Given its role in the encoding of value and goal-
directed behavior, it is perhaps not surprising that the
mesolimbic DA system, particularly its projections to the
NAC, is aso important in value-based decision making. At
its root, decision-making processes can be broken down
into several independent processes. First, animals must be
aware of valued contingencies in their environment, and for
each option, be able to estimate the subjective value of each
outcome. However, the most valuable outcome (e.g., mate)
may come only after great costs (e.g., dangerous fights with
competing suitors), while the opportunity to select
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particular options may permanently preclude other valuable
options (e.g., losing the fight for the desired mate may
prevent any mating that season). Thus, assessing optimal
choices for the organism depends criticaly on not only
learning the behaviorally appropriate actions to obtain
valued outcomes, but aso upon the various costs and
benefits associated with each action.

Recent findings suggest an important role of the
NAc in critical aspects of this complex process (105-108).
In the laboratory, models of decision making are employed
in which subjects are exposed to cues which predict
outcomes of different value, and are alowed to make
choices between these different options. In these
experiments, the expected value of one option is pitted
against another of a different value by manipulating various
features of the outcome or task costs (108). For example,
the expected value may differ in features of the reinforcing
outcome, such as magnitude (1 food pellet versus 5) or
identity (banana pellet versus orange pellet) while keeping
constant the task costs for each option (e.g., FR1 lever
press). Another way to change expected value is to change
the costs associated with the different actions to obtain
then, e.g., by making one response more effortful, by
imposing a delay to reward, or by decreasing the
probability of obtaining reinforcement.

Damage to the NAc has repeatedly been shown to
disrupt the ability of animals to show normal decision
making in these experiments. While it does not appear that
the NAc core is necessary for simply choosing between a
small or large reward, animals with lesions or temporary
inactivation of the core were unwilling to choose the better
reward after an imposed delay or decrease in reward
probability, even though those options would result overall
in more rewards (109-113). There is limited evidence that
inactivation of the NAc shell has similar effects on
decision-making, as  behavior  following these
manipulations often did not vary from controls (113).
However, in a recent study, shell inactivation or
combinations of both shell and core inactivation made
animals less sensitive to reward magnitude. Specificaly,
when these animals were forced to choose between a small
(2 pellet) or large (4 pellet) reward with the same response
probability (100%), they chose the large reward
significantly less often than controls. Indeed, though the
loss of magnitude sensitivity following inactivation of the
core or shell aone was relatively small, this effect was
much bigger following general NAc inactivation of both
core and shell (114).

It is not immediately clear from these studies
what the specific role of DA is with respect to appropriate
action selection. For example, if DA blockade is associated
with increased impulsivity (i.e., the taking of a smaller or
less desirable outcome because it is comes with less delay
or less effort), then one interpretation is that greater DA is
necessary to “override” the default selection if an impulsive
action/outcome. Another related possibility is that DA
could act as a working memory signal, holding the
expected reward value over delays to reinforcement so that
animals can avoid less desirable impulsive actions, and thus
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DA would be greater for longer delays but not for shorter
ones. In contrast, consistent with the earlier described
learning models, another option is that DA release acts as a
prediction and teaching mechanism, indicating the
predicted value of the various options available. Here, DA
would increase for the more valuable option (e.g., the short
delay) but not the less valuable (long delay) option.
Notably, these hypotheses make unique predictions (e.g.,
greater DA release for more delayed or effortful optionsin
the first hypothesis compared to greater DA release in for
the easier or more desirable option in the last).

Recent evidence suggests that phasic DA release
in decision-making is most consistent with the learning
hypothesis. For example, dopaminergic midbrain neurons
display differential activity based on severa factors that
reflect reward value such as the cost of performing tasks,
the delay to reinforcement, and the probability and
magnitude of reinforcement (115-117). Much of the
activity appears to depend on modulating NAc neural
functions, as blocking the activity of DA transmission
through receptor antagonists bias animals towards emitting
more “impulsive” responses that lead to less desirable
rewards, but require less effort (118-119), shorter latency to
reward (112) or higher probability of reinforcement (120-
121). Recent evidence from our laboratory and others (122-
123) has shown that DA release within the NAc encodes
predicted reward values when animals are actively making
decisions. Specificaly, the presentation of reward
predictive cues that signal lower response costs, shorter
delays (122), increased reward magnitude (123), or
increased reward probability (124) evoke higher DA
release than cues that signa high response costs, long
delays, lower magnitude, and lower probability rewards.

Notably, these findings suggest the possibility
that DA release may function to signa the expected value
of any associative function. If this were the case, then DA
release should be greater for an objectively better option,
(for example, 2 pellets compared to 1 or a reward obtained
with minimal effort versus high exertion), but not when the
expected values were the same. To test this, recent work in
our laboratory used a risky decision making task (125). In
this task, animals had the option of pressing one lever
(FR1) for 1 sucrose pellet 100% of the time, or a second
lever (FR1) for 2 pellets 50% of the time. As such, rats
could “play it safe’ and press the lever with the guaranteed
small reward, or ‘take a risk’ and potentially double their
outcome on that trial. Because the expected value was the
same across the session (1 pellet x p(1.0) = 1, versus 2
pellets x p(0.5) = 1), any differences in preference were due
to subjective biases rather than differences in outcome
value. Nearly al rats developed a reliable preference for
one response-outcome contingency, and DA release scaled
to these preferences. When faced with the choice between
the two options, DA release was similar to that observed
for the animals preferred lever. Critically, DA release
during choice trials was present at a high level regardless of
the ultimate action selection, suggesting that DA was not
tracking motor planning and was instead involved in
biasing animas towards the best available option.
Likewise, studies recording DA release in the NAc and
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from putative DA projections neurons in the VTA show a
similar bias towards encoding the best available option
instead of the chosen action (116, 122).

DA release in both the NAc core and shell has
been implicated in encoding cue outcome associations
during complex decision making tasks (122, 124-125).
However, the NAc core and shell appear to be differentially
involved in value-based decision making. FCSV recordings
in the NAc core versus shell have shown that value
encoding of the mesolimbic DA system is restricted to the
NAc core when animals are choosing between low effort
and high effort choices (122). Further, phasic DA is
released in the NAc shell during cues that predict future
rewards but, unlike the in the core, fail to differentiate
between subjective value of the different options (125).

10. MICROCIRCUIT  ANALYSIS OF DA
INFLUENCE ON NAC FUNCTION:
SIMULTANEOUS FSCV AND

ELECTROPHYSIOLOGY DURING LEARNING

One important issue to consider is whether DA
release has a direct impact on the encoding of neural
activity during motivated behavior. While some theories
have suggested that DA release in the NAc is both
necessary and sufficient for phasic neural encoding (66),
other findings show a dissociation between DA release and
neural encoding in the core and shell. To address this
question directly, work in this lab has employed combined
electrophysiology and FSCV using the same carbon fiber
microelectrode  which  allows for  simultaneous
measurement of DA release and cellular activity in the
same location during behavior (12, 14, 126).

In an initial study, simultaneous
electrophysiological and electrochemical recordings were
taken in rats during ICSS. The results reveaed that rapid
DA release in NAc was associated with coincident changes
in neuronal activity of specific subsets of NAc neurons (12,
126). Significantly, it was primarily at sites where neurons
encoded information about ICSS that NAc DA release
was detected (126). Similar results were observed
during cocaine self-administration. Specifically,
coincident changes in rapid dopamine release and NAc
cell firing were observed within seconds of lever press
responding for cocaine but not at locations where
neurons exhibited nonphasic activity (14). In addition
to the coincident encoding of DA and neural activity in
the NAc, the relative intensity of the two events were
also coupled; the greater the strength of neuronal
activity, the larger the DA release event (14). This same
pattern of coincident activation occurs during goal-
directed behavior for “natural” reward such as sucrose
self-administration (20). Here, discriminative stimuli or
cues predictive of reward availability evoked increases
in rapid DA signaling and simultaneous changes in NAc
cell firing (both inhibitions and excitations). In contrast,
locations at which neurons exhibited non-phasic activity
(no change in firing rate relative to key events in the
task) no significant changes in DA signaling were
observed.
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However, coincident activation does not
necessarily indicate a causal link. For example blockade of
DA release using a vesicular monoamine transporter
inhibitor failed to alter the inhibitory neura responses of
NAc neurons during ICSS (12). Thus, athough DA
projections play a centra role in modulating NAc neuronal
output, rapid DA signaling operates within a complex
microcircuit in which the NAc is embedded. In order to
dissect this circuit we recently coupled pharmacological
inactivation of VTA neuron burst-firing, the origin of rapid
DA signaling (6), with electrophysiologica recording of
NAc neurons during sucrose self-administration (20).
Related to the above finding, blockade of DA signaling
with the selective NMDA receptor antagonist AP-5 only
affected excitatory neura activity by selectively dampening
the time-locked activity during cues and goa-directed
actions without affecting baseline firing rate. In contrast,
phasic blockade of DA had no effect on inhibitory goal-
directed NAc activity (20).

One important issue is how inactivation of burst
firing of VTA DA neurons can selectively modulate subsets
of NAc neurons while leaving other cells unaffected. This
may depend in part on the cellular organization of the NAc,
where distinct subsets of medium spiny neurons (MSNs,
the primary cell type in the NAc) differentially express
either D1 (low affinity for DA) or D2 (high affinity)
receptors, while only 25% of NAc neurons co-express both
receptor subtypes (127). Thus, phasic and tonic dopamine
release may differentially modulate subsets of NAc neurons
depending on connectivity and the type of receptor
expressed on those cells. For example, the high DAergic
affinity of D2 receptors are thought to be chronically
occupied with DA even at tonic levels, and thus may be
relatively unaffected by the loss of phasic DA. In contrast,
bursts of phasic DA levels may have much more notable
effects on low-affinity D1 receptors, where relatively
saturating levels of DA may occupy more receptors than at
tonic levels (128). Given this, one explanation for
differences in inhibitions and excitations may be explained
in terms of primary receptor type. Importantly,
predominantly D1- and D2-expressing cells are thought to
have distinct patterns of projections to afferent regions
(35), suggesting that even similar levels of phasic DA
release in the NAc may have distinct circuit-level effectson
the organization of learning and behavior.

11. BUILDING CIRCUITS OF MOTIVATION AND
LEARNING: BLA INFLUENCES ON NAC
ACTIVITY DURING BEHAVIOR

Contemporary studies have explored the role of
larger circuits in which the NAc is embedded in an attempt
to isolate the essential functions of related structures. In
particular, NAc inputs from regions such as the
orbitofrontal cortex, medial prefrontal regions, BLA and
hippocampus each play important roles in modulating
learning about actions, outcomes and contexts (25, 31-32,
129-135). One well-explored part of this circuit involves
BLA afferents to the NAc core and shell (136-137), as
disconnection of this circuit through asymmetric lesions
has profound effects on motivated learning (96, 138).
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Using a combination of neurophysiological
recordings in the NAc and reversible inactivation, the
underlying mechanisms of NAc processing are starting to
be more fully elucidated. In two similar studies (138-139),
rats were trained in a basic discriminative operant task
where a DS cue predicted the availability to press a lever
for food, while a control stimulus (NS) meant that presses
would be unrewarded. Electrophysiological recordings
taken in the NAc showed an increase in neural encoding in
the core for the DS cue compared to the control NS cue.
However, when the BLA of these animals was transiently
inactivated with baclofen and muscimol, task-related
encoding for the DS was impaired, but NS encoding was
unaffected. This was not a general effect, as inactivation
limited to the BLA contralateral to the recording site was
without effect on NAc encoding (139). Supporting these
claims, stimulation of the BLA during cue presentations
significantly increased excitatory DS encoding in the NAc
(138). Interestingly, despite the presence of BLA
projections to both core and shell, inactivation of BLA
dampened DS encoding to the cue in the core, but had no
effect in the shell (139).

While these inactivation and lesion studies show
that BLA and NAc are part of a circuit for learning about
goal-directed behavior, it is not clear that the circuit
necessarily involves a direct connection from BLA to NAc
to effect these changes. A possible aternative might
involve BLA projections to prefrontal areas, which in turn
might have dramatic influence on NAc function. To
differentiate these possibilities, optogenetic techniques
were employed by first infusing a glutamate-linked virus
into BLA cell bodies (140-141). Once taken up by the cells,
excitatory CaM2K-expressing neurons expressed light-
sensitive receptors on the membrane up to the terminals.
When the appropriate wavelength light was shone on these
cells by laser via a fiber optic cable, they would either
depolarize (channelrhodopsin) or hyperpolarize
(halorhodopsin) during the light presentation. Because of
the specificity of the light and anterograde transport of the
light-sensitive receptors, only those fibers arising from the
BLA to the NAc would be activated by light stimulation.
Using this optogenetic technique, excitatory stimulation of
channelrhodopsin-expressing BLA afferents to the NAc
was sufficient to support goal-directed behavior.
Conversely, brief inhibition of these fibers delivered during
a Pavlovian cue reduced some measures of motivated
behavior (142). These findings suggest that BLA activation
of NAc neurons is both necessary and sufficient to support
learning, consonant with the earlier inactivation and lesion
work.

Interestingly, similar techniques have reveaed
that BLA inactivation plays a role in modulating DA
release in the NAc. Afferents from the BLA to midbrain
DA nuclel are amost completely absent (143), and thus
changes in BLA function should not directly affect
DAergic function. However, inhibitions of BLA have been
demonstrated to blunt rapid DA release in the NAc core
during DS cues (144). The precise mechanism of thisis not
known, but suggests that glutamatergic afferents from the
BLA may be able to modulate DA termina release onto
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NAc neurons. Understanding these complex mechanisms of
limbic inputs impinging on the NAc (and including those
arising from other regions like OFC or media prefrontal
areas (e.g., 145)) will be essentid for understanding
microcircuitry mechanisms of motivated learning.

12. CONCLUSIONS: TOWARDS A THEORY OF
NAC CORE AND SHELL DIFFERENCES

Across multiple behaviors, the role for DA in the
NAc in motivated action is broadly consistent — signaling
predictions and expectations about motivationally-salient
stimuli for the putative purpose of guiding action.
However, this general mechanism also reveas subtle but
important distinctions across multiple levels such as the
valence of the reinforcer, the type of action or learning
being undertaken, and decisions being made to acquire
those outcomes. Further, at the microcircuit level of
encoding, the NAc appears comprised anatomicaly and
functionally into subregions capable of encoding discrete
yet interdependent features of goal-directed action. No
theory to date has satisfactorily shown a consistent
segregation of function between core and shell. These
discrepancies likely result in the vast array of tasks that
have been employed to understand these regions and thus
differing demands placed on the core and shell may be
task-specific. Further, while anatomical projections are
clearer from limbic structures to the core and shell (27),
mesolimbic input from the VTA follows a more
mediolateral organization which may have important
functional implications for how these regions process
information (33). With these caveats, however, here we
propose a hypothesis that can organize what is currently
known about the separate functions of DA function in the
NAc.

Across multiple platforms discussed above, the
NAc core appears to be critically involved with a host of
“cognitive” style computations. At the neural level, the
NAc core is implicated not only in simple Pavlovian cue
encoding, but also in goa-directed actions and the
performance of selecting between actions of differing
value. The coreis critically situated such that arising fibers
from similarly “cognitive” limbic regions of the prelimbic
cortex, OFC and BLA impinge on this region, allowing for
the monitoring and implementing of a wide array of value-
driven decision-making options. Consistent with this,
lesions of NAc core affect the ability for animals to alter
behavior when expected outcomes change regardless of the
change (value or identity), while OFC lesions only affect a
subset of these decision types (75). Interestingly, it is not
necessarily apparent that the core is essential for putting
this information into action across all conditions. In our
lab, potentiated PIT transfer following cocaine exposure
did not ater NAc core encoding (54), nor was core
encoding affected in rats that failled to learn Pavlovian
second-order conditioning (97).

Similarly, DA release in the core was associated
not with the action selected, but with the prediction made
during associative cues and behaviors for salient stimuli
(122). Critically, the value encoded in these DA signas
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was not the costs involved with decisions (e.g., more DA
release to overcome increasing costs), but instead scaled
with the subjective value and preference of the animal.
Thus, the DA signa in the core is related to the neurd
response; specificaly the computation of the cost-benefit
caculation that allows the anima to have access to the
expected value of each option which alows for later
selection of action.

In contrast, the NAc shell presents a relatively
simpler version of encoding reward vaue Shell
inactivation is associated with deficits in judging the
reward magnitude of outcomes (146), but not necessarily
with the various costs associated with those outcomes
(113). In addition, lesions limited to the shell prevented rats
from preferring maze arms baited with larger rewards,
though performance on learning the arm maze itself was
unaffected (147). At the cellular level, shell neurons shift
firing properties (from inhibitory to excitatory) after taste
cues are devalued with a conditioned taste aversion (57).
Similarly, therole of DA release in the shell has indicated a
role for this NAc subregion in reward encoding. For
example, DA release scales with the intensity of ICSS
stimulation just prior to presses made on the lever (89),
suggesting a key role in mediating reward value and
seeking. In a different vein, similar data from our lab has
presented the intriguing possibility that DA may be
tracking reward value that is unrelated to task costs. When
animals are forced to choose between one lever that
required low effort (1 press) to obtain a pellet, compared to
another lever that required high effort (16 presses) to obtain
a pellet, animals routinely chose the low-effort response.
As mentioned above, DA in the core tracked the subjective
preference of the available responses. However, while DA
was significantly released in the shell, the release levels did
not change as a factor of the different options in either this
task (148) or similar tasks where probability or delay rather
than effort was manipulated (122, 125). Notably, in this
situation, the outcome was the same in both situations (1
pellet), despite different effort requirements between those
options.

Thus, one possibility for the role of DA in the
NAc shell is the maintenance of reward-specific encoding.
In normal animals, then, coordinated activity between core
and shell regions can provide a specific cost and reward
analysis of different options for action selection.
Anatomically, core neurons project to the shell, but there
are only sparse connections from the shell to the core (40).
Thus, optimally, information originating in the core may
“pass through” the shell and integrate expectations about
various options with the specificity of the reward options.

These putative functions of the core and shell
provide a rough framework for understanding and
organizing our current knowledge of NAc processing and
function. By incorporating FSCV findings into these
models, we are now beginning to grasp the complexity and
importance of DA as a neuromodulator as well as a
powerful signal for learning-related changes in this system.
Future studies employing circuit-level manipulation of
these individual aspects of reward, cost, action and error
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correction with tools like optogenetics should provide
exciting insight into this complex system.
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