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Abstract

Artificial intelligence will change work for most people in significant and unexpected fashions in the next few decades. A change similar
to that seen with the industrial revolution of the 19th century. Certain jobs will cease to exist while new employment will be created.
The implication of this transformation in medicine and obstetrics and gynecology in particular needs discussion, as it stands it is anxiety-
provoking. Artificial intelligence will have implications on the number of physicians needed in certain specialties, the workloads of
those physicians, and the ease of accessing information. In the field of reproductive endocrinology, artificial intelligence is already being
used to select embryos with the greatest potential for implantation. Who will develop that technology and the drivers for development
will also be considered. Physicians, insurance companies, and other funders of health care need to be informed to anticipate and prepare
for these changes. As such we will discuss anticipated changes in the near future to be initiated by artificial intelligence, we anticipate
physician quality of life will improve while the demonstrated anxiety is unfounded.
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1. Introduction
The American Medical Association (AMA), predicts

that a significant physician shortage is expected by 2032
[1]. The projected shortfalls range between 21,100–55,200
for primary care, and between 24,800–65,800 for non-
primary care specialties [1]. The role of Artificial Intel-
ligence (AI) in reducing this shortage has been minimally
considered. Whether this advancement in AI will filter into
medicine will depend on the commercial incentive for pri-
vate industry to invest the time and money, protectionism
of medical authorities, health care budgets, and the rate of
acceptance by insurance and legal entities. We have written
this opinion article to debate some of these issues.

2. Discussion
Several companies are working on automating the

physician’s workflow starting with document generation af-
ter an appointment with a patient. This is referred to as
Ambient Clinical Intelligence. Over time such a physi-
cian’s companion system can be expected to incorporate
commands which provide the physicians faster access to
knowledge (i.e., physician verbal question to the SIRI-like
device: “What antibiotics medication did I prescribe this
patient in the past?” and lower risk of infection through
the hands-free operation of medical devices in sterile envi-
ronments. Already, companies are marketing systems that
listen to the physician-patient discussion, extract the perti-
nent information, and generate the note for that visit, auto-

matically. These systems can generate time off work notes
for patients or fill in insurance forms. This system as mar-
keted by Microsoft Corporation has recently incorporated
treatment decisions, after listening to the physician-patient
interaction. As information is gathered by this AI system,
its capabilities will grow, possibly the beginning of an arti-
ficial physician.

AI may also play a role in modeling outcomes of clin-
ical studies being able to determine the success of exper-
imental medical interventions. However, it will likely be
many years before the data sets are sufficiently robust that
computers can replace humans as investigational subjects.
However, in obstetrics, such findings may be particularly
relevant since we cannot justify exposing unborn children
to new medications with possible risks of teratogenicity.

Image analysis appears to be a straightforward appli-
cation of AI. Google developed a method for AI models to
spot four findings on human chest X-rays [2]. These find-
ings included pneumothorax, nodules or masses, bone frac-
tures, and airspace opacities. This technology, which was
described in the journal Nature, was at least as successful as
human radiologists [2]. A second article also published in
Nature evaluated an AI-based method of evaluating mam-
mograms. In that study, the AI surpassed human experts
in breast cancer prediction [3]. This AI model evaluated a
large representative dataset from the UK and a large, en-
riched dataset from the USA. The AI model demonstrated
an absolute reduction of 5.7% and 1.2% (USA and UK) in
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false positives and 9.4% and 2.7% in false negatives when
reading mammograms as compared to radiologists [3]. The
AI system was evaluated with a receiver operator curve and
outperformed human readers [3] by 11.5%when comparing
the area under the curves [3]. The evaluation of adnexal
masses by ultrasound is another area where AI will play a
role. AI being better able than humans to encompass im-
age parameters (i.e., simple vs complex, and different types
of complexities), further factoring in the size of the mass
and risk factors of the patient, to generate a risk score of
ovarian malignancy. An article suggested that “This over-
whelming technological development has not come with-
out the introduction of an element of fear within the field
of radiological science” “as some radiology professionals’
question whether AI will replace the need for trained radi-
ologists” [4]. The accuracy of the current AI platforms for
evaluating imaging studies will only improve. This tech-
nology could place radiologists’ jobs in jeopardy. Alterna-
tively, AI evaluations of radiograms will free up radiologist
time to perform technically challenging procedures includ-
ing guided biopsies and complex ultrasonography. Current
state-of-the-art technologies automate the findings, but not
the radiologist’s role in making the diagnosis and prescrib-
ing follow-up treatment, although this could easily be inte-
grated into AI systems. Clearly, AI-assisted diagnosis will
be widely used, such as lung nodule recognition, diabetes
retinopathy diagnosis, evaluation of pathology specimens,
etc.

However, there will be challenges related to the appli-
cation of AI in medicine, as the following example illus-
trates. Usually, the eye examination of diabetic patients is
performed by an ophthalmologist analyzing the fundus. To
this end, Google researchers created a data set of 128,000
images, each of which records the evaluation results of 3–
7 ophthalmologists. The initial result from this data set
demonstrated that the diagnostic performance of Google’s
algorithm could achieve 90% accuracy in diagnosis, which
is comparable to ophthalmologists [5]. However, in a sec-
ond clinical study which was performed in Thailand, the
results were severely hampered by local technology which
could only generate low-quality fundal images, slow inter-
net speeds, and limited connectivity [6]. Worldwide current
system requirements may limit applications of this technol-
ogy, with wealthier countries more ready to adopt AI in
medicine.

AI in reproductive endocrinology is already being
used. There are AI platforms using incubators (Em-
bryoscope + Artificial Intelligence system, Vitrolife Group,
Göteborg, Sweden) with the capability to image serially
the embryos during an in vitro fertilization (IVF) cycle and
based on parameters including times to cleavage, select the
embryos with the greatest potential to generate a pregnancy.
There are systems for automated embryo vitrification and
intracytoplasmic sperm injection with other systems for au-
tomated oocyte vitrification in development.

An AI system with treatment plan capability is cur-
rently marketed by IBM corporation, called Watson for on-
cology [7]. In theory, Watson Oncology would use the ca-
pabilities of a supercomputer to evaluate and incorporate
massive amounts of research data related to oncology care
and outcomes, including clinical guidelines. Watson On-
cology is being developed in cooperation with physicians
from the Memorial Sloan Kettering cancer center. How-
ever, as it stands the computer’s recommendations are not
based on its own generated recommendations instead it is
based on training by human overseers [8]. These overseers
inputted information on how patients with certain oncologic
profiles should be treated. It currently uses human opin-
ions to come to treatment algorithms that are not always
evidence-based [8]. An article states that “STAT found that
the system (Watson Oncology) doesn’t create new knowl-
edge and is artificially intelligent only in the most rudi-
mentary sense of the term” [9]. The recommendations of
Watson Oncology are complicated by regional variations in
care and resource allocations, changing algorithms of care
when you compare country to country for the same onco-
logic disease. However, some hope for the future has come
out ofWatson oncology including a study that demonstrated
that when 1000 women in India with breast, lung, or colon
cancer were evaluated by Watson oncology the “members
of a multidisciplinary tumor board at Manipal Comprehen-
sive Cancer Center changed their treatment decisions in
13.6% of the cases” [9]. The reasons for these changes were
evidence for newer treatment in 55% of cases and better-
personalized alternatives in 30% of cases [10]. The current
limitation seen with Watson Oncology will not remain an
issue indefinitely for AI systems. Systems will be devel-
oped that can evaluate medical studies and incorporate data
analysis developing its own algorithms in oncology among
other fields. Without a doubt, these types of AI systems will
improve and become at least as competent as living physi-
cians [7]. The ability to integrate large quantities of medi-
cal information, review the thousands of articles published
in certain medical fields, and based on that data generate a
treatment plan, is ideally suited for machine learning.

AI systems could request information on symptoms,
which could then be linked to algorithms for testing, and
the results of these tests would be introduced into the AI en-
tity to obtain diagnoses. An AI “physician” would then be
able to plan care and even print out prescriptions if the local
medical authority would permit. Hypothetically, instead of
going to see a primary caregiver, a patient could log in to
this AI “physician” system and get treated from home, for
simple medical issues and be referred to the hospital by the
AI system when there is a risk of more significant issues
unknown to the patient. Such a system could be available
at all hours of the day with minimal wait time for patient ac-
cess. Time and cost-saving associated with such a system
would be extensive, for both the patient and the insurance
companies or health care payer. In fact, such a system, be
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it rudimentary, is already marketed by Microsoft.
The need for care and empathy will not disappear in

medicine and will not likely adequately be performed by a
robot or a remote projection of a caregiver. This experience
was best indicated by what occurred at the Kaiser Perma-
nente group in California which used a robot with a screen
hooked up to a projection of a physician in a remote loca-
tion telling a cancer patient that they had reached the end of
treatment options [11]. This was not palatable to either the
patient or his family. We believe that the warm touch of a
person and their caring presence and attitude is extremely
important in these types of situations.

We believe that AI systems will ultimately be less ex-
pensive to run and maintain than physicians, much in the
same way the automatic teller machine (ATM) has become
common. One contentious issue is whether North America
or Europe is able to lead in the medical AI field compared to
a country like China where the government can drive deci-
sive change and remove administrative barriers. InWestern
countries controls are in place which will limit the introduc-
tion of some of these technologies. However, in a country
like China, the centralized government could decide to ini-
tiate the use of AI in any medical field with no barriers to
stop them.

AI may not so much replace physicians as much as
makeup for the gaps in care caused by a lack of medical
professionals, as anticipated by the AMA. AI will cut down
onmedical errors, by cross-referencing physician care plans
against standards before it is delivered. AI may print out
prescriptions while keeping track of recent local issues re-
lated to antibiotic resistance, preventing medication errors
related to both the delivery of care and legibility all the
while saving the physician time.

In conclusion, a pronounced change in patient care is
on the horizon. Almost all the changes listed above could be
instituted immediately with the exception of AI replacing
patients in clinical trials. Physicians, medical bodies, and
insurance companies should be prepared to deal with these
changes. Doctors are one of the most expensive and spe-
cialized personnel in medicine and are currently burdened
with mundane tasks and administrative overhead. Automa-
tion will make doctors more efficient, improve the patient’s
journey and reduce the probability of errors. It is very hard
to determine how to prepare for the coming era, especially
for younger doctors. It is likely that in the future residents
may be trained by AI. Although the current AI platforms do
not achieve results as well as physicians, without a doubt
with time and more data, they will outperform humans. In
no case will the need for physicians as a group disappear. If
anything, AI will help bridge the anticipated physician gap.
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